Computing Kemeny Rankings From d-Euclidean Preferences
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Kemeny Ranking Theorem:
An optimal Kemeny ranking > minimizes » _, ., K(>-,-,) (Kemeny score), Determining all p-embeddable Kemeny rankings for a d-Euclidean election (C,V, (=4)vev) given by p: CUV — R% is
where K(-, ") = [{{z,y} CC | (x -yAy-"2)V(y =z Nz =" y)} possible in time in O(|C|*?).
measures pairwise disagreements (Kendall-Tau distance). [for weak voter preferences idea can be adapted and works in O(|C|*(® 1)) where w is the matrix multiplication constant]
e Computing an optimal Kemeny ranking is NP-hard [1]. Idea: Embedding of C implies hyperplane arrangement G oref. Vertices for p-emb. rankings; weighted edges for
; candidate-swaps between ‘adjacent’ rankings
d-Euclidean Elections o BTY cg = c1 A
Given p: CUYVY — R?, an order >, is p-embeddable if for all ¢,¢’ € C, ¢ = (' if C5 .l oa g Egﬁ
and only if |[p(v) — p(¢)]la < [[p(v) — p(c)a- G IS Gy - ern

. : CpmC3 >=C5 = Ca —C
An election is d-Euclidean if it it is p-embeddable for some p. 4~ 63 ~C ~C2mCl
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e Recognizing d-Euclidean elections is NP-hard [2]. 5

preferences?

C1 <7 C9
Example O C(Candidates C3 <7 C5
a @ Voters
o Preferences of voter vi: a =1 b-1¢c o O.11 . p-EMBEDDABLE KEMENY RANKING
4
because 71 <12 <713 U2 0 ® T3 @ Input:  Candidates C, voters V, embedding p: CUV — R¢, - - . -
| | e - - lied oref i , — Distances in G s = Fdisagreements between
e Optimal Kemeny ranking: b = a > c 2 ® implied preferences ¢ >, ' iff ||p(v) — p(c)|| < ||p(v) — p(c)]| p-embed. rankings
Kendall-Tau distance K(>~,v1) = 1 ® O . i . . .
(= 1) U3 b vE Qutput: plergbecdlgi:c)lle Kﬁmeny /ra.]rc\kag ~ such that , . — want to find vertex minimising sum of distances to
(1) L < _ WIth ¢ ~ ¢ | HCE B o] <l =, an _ vertices with voter-rankings (scaled by resp. #voters)
(2) with this property = minimises the Kemeny score, i.e.
C . : > wev (e, d) €C? | (¢ = chemy )} Algorithm:
Approximation and experimental Results o
1. Compute G pref O(|C]*¢)
e A p-embeddable Kemeny ranking 2-approximates any optimal Intuitively this captures a ranking that is (1) consistent with the 2. Compute scaled center of Gprer O(|C|*?)
Kemeny ranking (theoretical worst case bound). embedding and (2) among these reflects the general consensus.
e Known largest ratio so far is 8/7 - cf. Example -= Example
e Preferences of voter: % CC%
Experiments V1t Co 1 Ca 1 C1 =1 Ca Further Questions:
Computation and comparison of the ratio r between the o
9. C4 /92 C3 /92 Co 92 C1 C1 U1 Cy .. : : _
p-embeddable and the optimal Kemeny score bor o1 s on o oy o es O ® S ° Characterlsatl.on of.lns.tances for which Kemeny and p-embeddable
| | Kemeny ranking coincide?
Instances: Randomly generated 2-Euclidean elections Uni o K L
with n voters, 3 < n < 15, m candidates, 4 < m <7 ° n/qu.e oP //:a :meni/ ranixing e \What are examples in which the ratio between Kemeny and
fropt- €4 7~ €2 = &3 — €1 22 p-embeddable Kemeny score is > £7?
<04 m average - Kemeny score = 14
+ o unnermal _ » is not embeddablel e Can we decrease the dependency on d in an algorithm for
- =21 normal p-EMBEDDABLE KEMENY RANKING?
201 37 e p-embeddable Kemeny rankings: U3
E Ny E _____ l l v1, U2, and vs (Score = 16) ® mriWhat is the complexity of KEMENY RANKING for d-Euclidean
] Z

Experimental Results:
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The d-embeddable Kemeny ranking is optimal in = 98.9% [1] Bartholdi, J., Tovey, C.A.., Trick, I\/I.A.: Vot.ing schemes for which it can be difficult
456 78 9101112131415 4 5 6 : : : to tell who won the election. In Social Choice and Welfare 6(2),157—165 (Apr 1989)
urmber of Voter Number of Candidates - only 84 out of 7800 instances yield suboptimal results.

The ratio r lies between 1.0077 and 1.11 (< &). 2] gjge_rgé,LSD(.:zoRle?c)ogmsmg multidimensional euclidean preferences. In Proc. AAAI. pp.
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Percentage of instances with ratio r > 1




