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Abstract

Secrecy in multiagent systems is often defined from an ab-
stract, global perspective with unrealistic presumptions. The
resulting notions of secrecy are very strict and heavily con-
strain the information flow. Here, we approach the topic of
secrecy from the point of view of an autonomous epistemic
agent with incomplete and uncertain information. It is situ-
ated in a multiagent system, needs to communicate with other
agents to achieve its goals, but has agent-specific secrets with
varying strength it does not want to reveal. We develop a
framework for secrecy based on the local epistemic state of
an agent and define an agent-based notion of secrecy. We re-
late our notion of secrecy to other approaches to secrecy, for-
mally show the relationship, and discuss the advantages of
our approach.

Introduction
A large body of work exists on the topic of secrecy and di-
verse definitions of secrecy in various settings with differ-
ent properties have been developed. Hereby it can be noted
that research in secrecy is focused on strong notions of se-
crecy of a whole (multiagent) system. Secrecy is defined on
a global, static, and complete view of the system and hardly
permits any information flow. Agents are, if at all, consid-
ered as simple entities. Realistic scenarios of autonomous
intelligent agents in dynamic, uncertain environments, how-
ever, do not meet the prerequisites for general, global defi-
nitions of secrecy. The latter are too strict for realistic sce-
narios. As observed in (Halpern and O’Neill 2008) a major
task for future work on secrecy is the “careful considera-
tion of how secrecy definitions can be weakened to make
them more useful in practice”. In this work we consider se-
crecy from the point of view of an autonomous epistemic
agent with incomplete and uncertain information which is
situated in a multiagent system. The agent pursues its goals
by performing actions in its environment which naturally in-
cludes communication with other agents. On one hand, the
exchange of information with other agents is often essential
for an agent in order to achieve its goals. Especially if the
agent is part of a coalition. On the other hand the agent is
interested, or obliged, not to reveal certain information, its
secrets. Restriction of communication leads to a loss in per-
formance and utility of the individual agents, coalitions and
the whole multiagent system. Therefore a good solution of

the implied conflict between the agent’s goal to preserve se-
crecy and its other goals is one that restricts communication
as little as necessary in order to preserve secrecy.

In realistic settings the information to be kept secret is nei-
ther global, i. e. uniform, nor static. Secrets are not global in
their content as an agent has different secrets with respect
to different agents. They are also not global with respect to
their strength. That is, an agent wants to keep some informa-
tion more secret as other. These differences in strength of se-
crets arise naturally from the value of the secret information.
The value of secret information depends on the severeness of
the negative effects, or the cost, for the agent resulting from
disclosure of the secret information. These costs can differ
widely and consequently the agent is interested in not re-
vealing secret information to different degrees. Secrets are
also not static, they arise, change and disappear during run-
time of an agent such that it has to be able to handle these
changes adequately. Apart from being aware of its secrets at
any time, an agent has to act such that it avoids revealing its
secrets. It shall only reveal secret information if it considers
it necessary in order to achieve its goals; which depends on
the strength of the secret and the utility of the goals. That is,
an agent has to take its secrets into account while acting and,
moreover, while planing its intended course of action.

The main contribution of this paper is the approach of
the topic of secrecy from the epistemic agent’s perspec-
tive. We develop an adequate notion of secrecy for epistemic
agents in multiagent systems that satisfies the requirements
laid out above. To this end, we develop a general epistemic
agent model for secrecy. An agent therein is characterized by
an action function which determines its behavior. We base
our notion of a secrecy preserving agent on an action func-
tion which prevents the disclosure of secrets. Furthermore,
we instantiate our framework for the widespread runs-and-
systems framework and show that our framework general-
izes other notions of secrecy and indeed allows for handling
uncertainty in secrecy. We see our work as the exploration
of the topic of secrecy from a subjective perspective under
uncertainty.

The rest of this paper is organized as follows. In the fol-
lowing section we develop our epistemic agent model and
our notion of secrets. Following on this we define agent
based secrecy formally. Using the developed framework, we
present our view on secrecy in the runs-and-systems frame-



work and proof formal relations to our framework. Subse-
quent, we discuss how an agent can act to preserve secrecy.
In the last two sections we discuss related work and con-
clude.

Epistemic Secrecy
In this section we present an epistemic characterization of
secrecy for autonomous agents in multiagent systems. We
base our definition of secrecy on the view of a single agent
that wants to maintain secrecy while interacting with other
agents and its environment. It has incomplete and uncertain
information. Thus it has to rely on its plausible but defeasi-
ble beliefs which result from its current epistemic state, and
has to handle dynamics of beliefs and secrets. As motivated
above, an agent needs a definition of secrets that allows
to define secrets individually for each of its fellow agents.
Moreover, each secret can vary in strength, that is, the agent
wants to keep some information more secret than other. For
the illustration of our approach we use the following running
example.

Example 1 (Running Example) Agent AlfredA is married
to BeatrizB and has two children with her. Since some weeks
ago an affair between him and Carla C, a new colleague of
him, has been evolving. Alfred has two main concerns, in no
case Beatriz shall even be suspicious of him having an affair.
He also does not want that Carla knows that he has children
since that might put her off. 1

Epistemic State
We assume a multiagent system with a set of agents A. Each
agent has a complex epistemic state including views of the
epistemic states of other agents in the set of agents A. We
use the agent identifier X to denote an arbitrary agent. For
the representation of the secrecy scenario it is convenient to
restrict the view to the communication between two agents,
the modeled agent which wants to defend its secrets, de-
noted by D, from a potentially attacking agent, denoted by
A. Hereby we disregard potential other sources of informa-
tion of A other than D, which simplifies our explanations
and definitions for now and will be addressed in future work.
The epistemic state of an agent contains a complex represen-
tation of the agent’s current belief state which might contain
extra logical information. We keep our representation ab-
stract but assume some underlying languages for different
parts of the epistemic state.

Definition 1 (Epistemic State) Let X ∈ A be some agent.
The epistemic state of X is denoted by KX . The set of all
epistemic states of the agents in A is denoted by Ω. Agent
X ’s view on the world is given by fW (KX ) ⊆ LV . The view
agent X has of the epistemic state of agent Y ∈ A is given
by fY(KX ) ⊆ LV . We presuppose a function S(KX ) ⊆ LS
which returns the secrets of an epistemic state.

1While this soap opera example is ethically questionable, it ex-
poses a variety of general issues of secrecy that are easily under-
standable without expert knowledge of a particular domain.

An epistemic state is an abstract representation of the sub-
jective beliefs of the agent. In particular these beliefs con-
tain, or entail information about its secrets and views on
other agents. We do not fix the underlying language here,
but we think that non-classical formalisms are needed for
adequate handling of incomplete and uncertain informa-
tion, such as conditionals (Kern-Isberner and Krümpelmann
2011) or logic programs (Delgrande et al. 2008). Extra log-
ical information might be represented in form of preference
information over the belief base, for example in form of epis-
temic entrenchment relations, cf. (Gärdenfors and Makin-
son 1988). Since we are in a multiagent setting epistemic
states might as well contain further information about fel-
low agents such as their credibility, cf. (Krümpelmann and
Kern-Isberner 2008; Tamargo et al. 2012).

The abstract formulation of an epistemic state of an agent
reflects the intuition that we have to reason in order to come
up with a definition of our secrets, or to state our view on
the beliefs of others. In this sense the functions S(KD) and
fA(KD) represent these reasoning process on a monolithic
epistemic state. We consider this a desirable approach but do
not go into detail on this here and focus on the definition of
secrecy. To this end we can simplify the epistemic state by
assuming an explicit representation of it.

Definition 2 (Compound epistemic state) Let X ∈ A be
an agent in a given set of agents A. The compound epistemic
state of X has the form:

KX = 〈B,S, {VY | Y ∈ A}〉.

B is the belief base, S the set of secrets and VY the view on
agent Y of agent X . Accordingly fY(KX ) = VY . Let the set
of all possible belief bases be given by B and the set of all
possible secrets by S, defined over the language LBS of the
beliefs.

To equip agents with such reasoning facilities, we define
a belief operator which returns a set of beliefs given some
base representation of a view.

Definition 3 (Belief Operator) A belief operator is a func-
tionBelX : LV → LBS such that for a given view V we get
Bel(V ) ⊆ LBS .

In contrast to the classic notion of a belief set we do not
demand it to be deductively closed as we especially want to
support non-monotonic logics whose models are usually not
closed under deduction. To sum up, three types of languages
are used, LV for the view of the agent on other agents and
its environment,LS to define secrects andLBS for the belief
set of some view.

The belief operator determines how the uncertainty of in-
formation is handled. Hereby the allowed amount of uncer-
tainty of the beliefs can be defined via the choice of a belief
operator. For this sake we define a family B of belief op-
erators and a linear, i. e. transitive, antisymmetric and total,
order ≺B on it such that for each Beli, Belj ∈ B we have
Beli ≺B Belj or Belj ≺B Beli. The definition of a family
of belief operators abstracts form the underlying formalism
and inference mechanism. Thereby it captures a wide range
of formalisms from purely qualitative ones to plausibilistic
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ones. The order on the operators hereby represents the un-
certainty of the drawn conclusions as illustrated in the fol-
lowing example.
Example 2 A simple and well known family of operators
would be Ba = {Belskep, Belcred} consisting of a skeptical
and a credulous belief operator for some formalism. The or-
der on these operators can be based on the subset relation,
i. e. Beli ≺B Belj if and only if Beli(V ) ⊆ Belj(V ) for
all V ⊆ LV . Assuming that an agent believes credulously
everything that it believes skeptically we get Belskep ≺B
Belcred.

A richer hierarchy is given by quantitive approaches as
by probabilistic formalisms where a family of operators is
given by Bb = {Belx | x ∈ [0, 1]}. Each Belx includes
every sentence which is believed with probability ≥ x and
Belx ≺B Bely if and only if x ≥ y.

Secrets
We consider secrets to be highly subjective. From the point
of view of an agent it is natural that it knows about its se-
crets which are generally not global but local, i. e. the agent
does not want to share some information with some specific
agents.
Example 3 In our example, Carla is the only person Alfred
does not want to know that he has children while nobody
apart from her shall know about their affair.
Of course, agents should take into consideration that other
agents may talk to each other, so that secrets may be revealed
not only by direct communication. In order to keep our ex-
ample simple we ignore this here but may well extend our
considerations to apply our methods for preserving secrecy
to include such communications.

As discussed before, agents may consider some secrets
more confidential than others. We reflect this by assigning
a specific belief operator from a family of operators to each
secret by which it should not be inferable. Hereby, the use of
a more credulous belief operator leads to stronger protection
of the corresponding secret.
Example 4 Alfred does not want Beatriz to be suspicious
while he considers it sufficient that Carla does not know for
sure that he has children. Also he wants to keep his affair se-
cret with varying strength depending on the other agent’s re-
lation to Beatriz and does not care what complete strangers
think.

We formalize secrets as triples specifying the information
to be kept secret, the belief operator to use and the agent
towards which the agent holds the secret.
Definition 4 (Secrets) A secret is a tuple (Φ, Bel,A′)
which consists of a formula Φ, a belief operator Bel and an
agent identifier A′. The set of secrets of agent A is denoted
by S(KA) = {(Φ1, Bel1, A1), . . . , (Φn, Beln, An)}.
The semantics of a secret is that if agent D holds the se-
cret (Φ, BelA, A) ∈ S(KD), it does not want that agent
A believes Φ by use of the belief operator BelA, i. e. Φ 6∈
BelA(fA(KD)). Since we consider agents that only have
local views, we have to base secrecy on the subjective view
fA(KD) agent D has on the beliefs of another agent A.

Example 5 We can formalize the secrets of Alfred as
S(KA) = {(affair, Belcred, B), (children, Belskep, C)} as-
suming the propositions affair and children with the obvious
meaning.
The set of secrets is dynamic in the sense that new secrets
might be added, weakened, strengthened or removed.
Example 6 If Alfred gets to know that some agent D told
Carla that he has children he should give up his correspond-
ing secret.
This leads to a subjective and dynamic notion of secrecy
based on the point of view of a single agent which we con-
sider very natural since it reflects how humans treat secrecy
every day.

Each agent can perform actions a ∈ actions in its en-
vironment and receives perceptions p ∈ percepts from the
environment. In this work we constrain our considerations to
communication acts and, for the sake of clarity and without
loss of generality, we focus on just two agents. Since both,
actions as well as perceptions imply epistemic changes we
generalize actions and perceptions to pieces of information
τ ∈ actions ∪ percepts. For the changes to an epistemic
state that are implied due to the execution of some action
or the incorporation of some perception we define a belief
change operator.

Definition 5 (Belief Change Operator) We assume an op-
erator ◦ which changes the epistemic state KA of an agent
A given some information τ ∈ actions ∪ percepts, such
that KA ◦ τ = K′A.

The concept of the belief change operator on epistemic states
and information is very versatile. A belief change operator
has to embrace the type of epistemic state, adequate oper-
ators for actions and for perceptions, for different types of
sequences of pieces of information, the estimated effects on
the epistemic states of other agents and the dynamics of
secrets. These tasks call for different types of operations,
e. g, update and revision operators (Katsuno and Mendelzon
1994; Lang 2006), but abstract from such subtleties here and
assume the proposed operator to deal with these appropri-
ately.

Agent-based epistemic secrecy
In this section we elaborate a subjective, agent based no-
tion of epistemic secrecy based on the setting and frame-
work presented before. We start by formulating our idea of
secrecy intuitively and formalize it afterwards. Our intuition
of agent based epistemic secrecy is that: An agent D pre-
serves secrecy if, from its point of view, none of its secrets Φ
that it wants to hide from agent A is, from D’s perspective,
believed by A after any of D’s actions (given that A does
not believe Φ already).

This intuitive idea expresses that we want to assure that
the secrecy preserving agent always maintains an epistemic
state in which it believes that no other agent believes in
something that it wants to keep secret. More exactly, it also
distinguishes between secrets towards different agents and
what it means to it that the information is kept secret. That
the agent shall “always maintain” as written above means
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that for all possible scenarios of communication it acts such
that a safe epistemic state is maintained. We formalize the
intuitions laid out above in the following definition.
Definition 6 (Safe Epistemic State) An epistemic state
KD is safe if and only if it holds that Φ 6∈ Bel(fA(KD))
for all (Φ, Bel, A) ∈ S(KD). We denote the set of all safe
epistemic states by Λ ⊆ Ω.

An agent reveals information by performing actions, that
is, either by communicating with agents directly or indi-
rectly by actions that are observed by other agents. For the
sake of simplicity of presentation we restrict action to be
communication actions only. An agent preserves secrecy if
it does not perform any action that leads to an unsafe epis-
temic state. The basic model of an agent is that of an entity
which in one cycle receives a perception from its environ-
ment and performs an action. The perception p received by
an agent X leads to a modification of its epistemic state by
its change operator such that K′X = KX ◦ p. We model the
action a ∈ actions of an agent to be determined by the cur-
rent epistemic state KA ∈ Ω such that an agent is modeled
by an action function

act : Ω→ actions.

We denote the set of all action functions by A. Actions and
perception can be the empty action or empty perception. An
agent starts with an initial epistemic state. Based on this and
its perceptions it acts in its environment. The new epistemic
state is then given by the revision of its current state by the
information it gets from its environment in form of a percep-
tion and by the information which action it has performed.
An agent cycle results in a new epistemic state determined
by KD ◦ p ◦ actD(KD ◦ p).

Normally, an agent is assumed to get feedback of its ac-
tions by observing changes in its environment. This is not
applicable here since the effects of actions cause changes in
the epistemic states of other agents which cannot be directly
observed. In our approach these changes are simulated in the
view of one agent on other agents. That is, the change opera-
tor updates D’s view on other agents’ epistemic states given
a performed action by D.

We demand that the actions of an agent do not disclose
any secrets. Formally we want that all safe epistemic states
KD ∈ Λ and for all percepts p ∈ percepts we have that
KD ◦ p ◦ actD(KD ◦ p) is safe. We weaken this require-
ment by assuming a set of initial, safe, epistemic states of
an agent and apply the condition above only to all states ac-
cessible through the behavior of the agent from an initial
state. The set of all possible epistemic states of agent D is
determined by the set of initial epistemic states Λ0 and all
respective successor states for all possible perceptions and
corresponding actions of D i. e.

Ωact,percepts(Λ0) = {K | K = K0 ◦ p0 ◦ act(K0 ◦ p0)

◦ . . . , pi ∈ percepts, i ∈ N0,K0 ∈ Λ0}.
Based on these considerations we define our requirements to
an agent.

Definition 7 (Secrecy Preserving Agent) Given a set of
safe epistemic states Λ0 and a set of perceptions percepts.

Let be D ∈ A be an agent, actD its action function. We
call D secrecy preserving if and only if for all KX ∈
Ωact,percepts(Λ0) it holds that KX is safe.

Therefore we require the agent to act such that secrecy is not
violated, if it is not violated yet. The latter is expressed by
requiring KA to be an element of the set of safe epistemic
states Λ. That is, we formulate secrecy as a requirement on
the function act. This means that the agent has to take care
that it does not perform any action which violates secrecy. In
the next section we show how our framework and notion of
secrecy can be instantiated for the runs-and-system frame-
work and how it relates to other notions of secrecy.

Instantiation for the Runs-and-Systems
Framework

The body of work on secrecy is large and diverse. The most
general and accepted framework for definitions of secrecy
in multiagent systems is the one of Halpern and O’Neill
(Halpern and O’Neill 2008). It generalizes several other no-
tions of secrecy and forms a basis for discussions of gen-
eral issues of secrecy. In (Biskup and Tadros 2010) Biskup
and Tadros generalized the notions of Halpern and O’Neil
through their policy-based notion of secrecy. In this section
we present the runs-and-systems framework and some no-
tions of secrecy based on it. Afterwards we formulate an in-
stantiation of our framework that captures the ideas of the
runs-and-systems framework and show how we can express
other notions of secrecy within this framework. Based on the
formalization of other notions of secrecy within our frame-
work we can show presumptions and properties of those and
further possibilities opened by our framework.

Secrecy in runs-and-sytems
Halpern and O’Neill base their work on the runs-and-
systems framework (Fagin et al. 1995). A system R is a
set of runs r whereby a run is a sequence of global states.
Global states of a system are identified using the two dimen-
sions of runs r and time-points m such that a point is given
by (r,m) and the corresponding global state is denoted by
r(m). A global state consists of all local states of all agents
A = {X1, . . . ,Xn}, such that r(m) = (sX1

, sX2
, . . . , sXn

).
The local state of agent X in a global state r(m) is given by
rX (m). The set of all points of a system R is denoted by
PT (R). The view of the system, also called X -information
set, of an agent X ∈ A at point (r,m) on system R is de-
fined as the set of points that it considers possible in (r,m):
KX (r,m) = {(r′,m′) ∈ PT (R) | r′X (m′) = rX (m)}.
Here, we also use an equivalent definition with a local
state sX as argument instead of a global state (r,m), i. e.
KX (sX ) = {(r′,m′) ∈ PT (R) | r′X (m′) = sX }. This
formulation seems more intuitive from the agent’s the per-
spective.

In (Halpern and O’Neill 2008) several qualitative notions
of secrecy are presented which all base on the principle that
an agent D2 maintains secrecy with respect to an agent A if

2In (Halpern and O’Neill 2008) the attacking agent A is de-
noted by i and the defending D by j.
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and only if for all possible points (r,m) ∈ PT (R) agent
A cannot rule out secrecy relevant information ID of D.
The idea is that ID describes a (secrecy-)relevant property
of agent D that needs to be protected. The strongest notion
is the one of total secrecy in which ID is the set of all possi-
ble local states of D.

Definition 8 (Total Secrecy) Agent D maintains total se-
crecy with respect to A in system R if, for all points (r,m)
and (r′,m′) ∈ PT (R) KA(r,m) ∩ KD(r′,m′) 6= ∅.

This notion of secrecy inhibits any information flow and,
as stated in (Halpern and O’Neill 2008), “for almost any
imaginable system, it is, in fact, too strong to be useful.”

Example 7 In our example, total secrecy would imply that
Beatriz is not allowed to belief that Alfred knows his own
name since all information is declared secrecy relevant.
Several weaker notions of secrecy are presented in (Halpern
and O’Neill 2008) that restrict the amount of relevant infor-
mation ID of agentD. In total f-secrecy relevant information
is defined by relevant values ofD such that not the entire lo-
cal state is relevant. In C-secrecy a A-allowability function
explicitly defines a set of points A is allowed to rule out in
each point.

The most general definition of secrecy is policy-based
secrecy presented in (Biskup and Tadros 2010). In policy-
based secrecy the relevant information of agent D is de-
fined by a set ID of sets of D-information sets ID, i. e.
ID = {I1D, . . . , I lD}. The construction via sets of informa-
tion sets allows for a more expressive formulation of rele-
vant information as it can be expressed that out of a set ID
some local states can be excluded but not all which corre-
sponds to the disjunction of information. That is, every set
of D-information sets characterizes some relevant property
and the set of those all relevant properties of agent D. This
is formalized by a D-possibility policy.
Definition 9 (D-Possibility Policy) A D-possibility policy
policy is a function: PT (R)→ P(P(P(PT (R)))) such
that policy(r,m) := {I1D, I2D, . . . } contains sets ID of D-
information sets.
Policy-based secrecy is now defined as follows.

Definition 10 (Policy-based Secrecy) If policy is a D-
possibility policy, agent D maintains policy-based secrecy
with respect to agent A in R if, for all points (r,m) ∈
PT (R) and for all IkD ∈ policy(r,m):

KA(r,m) ∩
⋃

ID∈IkD

ID 6= ∅

That is, no property of D characterized by an IkD should be
ruled out by agent A. Various other notions of secrecy like
total secrecy, C-secrecy and total f-secrecy are shown to be
special cases of policy-based secrecy in (Biskup and Tadros
2010).

Epistemic secrecy
In the following we elaborate the epistemic view on the
runs-and-systems approach and how the epistemic state of

an agent within the system could be in order to reflect agent-
based epistemic secrecy. In particular, each agent has to be
aware of the information it wants to keep secret and about
the beliefs and reasoning of other agents. Afterwards we re-
late our notion of epistemic secrecy to policy-based secrecy.

We adapt the compound version of an epistemic state of
Definition 2 to define the epistemic state of an agent in a sys-
tem. In the following we define each component with respect
to the runs-and-systems framework.

The belief base B of agent X contains a base represen-
tation of the beliefs it currently holds. Information in the
runs-and-systems framework is represented by sets of states,
called information-sets I ⊆ PT (R). Thus, the language
under consideration is given by the power-set of the set of
points of the given system, i. e. LBS = P(PT (R)). The
belief base is a set of points B ⊆ PT (R) = LV .

The information about a particular agentX is correspond-
ingly expressed by a set of local states rX (m) of X . Each
information-set I ⊆ PT (R) contains information about
agent X , the local information-set IX , given by

IX (I) = {rX (m) | (r,m) ∈ I}.
It holds for any point (r,m) that IX (KX (r,m)) =
{rX (m)}. This captures the special case of the local state
of agent X being uniquely determined which corresponds
to certainty of the information. To allow for uncertainty,
we generalize the K operator to sets of local states IX by
KX (IX ) =

⋃
s∈IX KX (s). Obviously for any point (r,m)

it holds that IX (KX (IX )) = IX . The set of views V of
agent D on the other agents is generated by sets of local
states of the respective agent, i. e. V = {VX1 , . . . ,VXn}with
VXi

= KXi
({s1Xi

, . . . , slXi
}) ⊆ PT (R). A special case is

the one of IA(VA) being a singleton, that is, agent D has
no uncertainty about the state of agent A. The natural def-
inition of the view of agent D in state sD on A would be
VA = IA(KD(sD)).

Secrets are triples of the form (I,BelR,X ). The infor-
mation to be kept secret I is, as all information in the runs-
and-systems framework, represented as a set of states, i. e.
I ⊆ PT (R). Clearly, we have X ∈ A. For the adequate
definition of a belief operator we have to clarify the concept
of inference in the runs-and-systems framework. The infer-
ence notion used for secrecy based on the runs-and-systems
approach states that an agent X can infer all information
for which it can exclude that it does not hold. Formally that
is, all information represented by an information set I ⊆
PT (R) can be inferred for which (PT (R) \ I)∩K(sX ) =
∅. This brings us to the following definition of a belief oper-
ator.
Definition 11 Let R be a system and sX a local state of
agent X ∈ A. We define theR belief operator as

BelR(sX ) = {I ⊆ PT (R) | (PT (R)\I)∩KX (sX ) = ∅}.
That is the belief operator of agents is uniquely defined and
does not allow for alternative definitions as skeptical or cred-
ulous inference. Given a specific local state, there is no no-
tion of uncertainty for the respective agent. From the per-
spective of agent D this means that it knows the belief oper-
ator of agentA and that it does not want it to be able to infer
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any secret using this operator. Uncertainty, however, arises
fromD not knowing the exact local state of agentA. ThenD
considers SA = {s1A, . . . , slA} a set of local states of agent
A to be the actual local state of A.
Definition 12 Let R be a system and SX = {s1X , . . . , slX }
a set of local states of agent X ∈ A. We define the sceptical
belief operator as

BelR,s(SX ) = {I ⊆ PT (R) | ∀sX ∈ SX ,
(PT (R) \ I) ∩ KX (sX ) = ∅}.

Example 8 Let Iaffair denote the set of states in which Alfred
has an affair then he wants that Beatriz, who he believes to
be in state sB, is not able to exclude all states in which he
does not have an affair. This is the case exactly if Iaffair 6∈
BelR,s(SA, BelR({sB})).
The scenario just described changes if an agent D has un-
certain information about the current state of a possible at-
tackerA. In the runs-and-systems framework this is the case
if fA(KD) has more than one element. Besides the skeptical
operator defined above we can define a credulous operator
by replacing the all quantification by an existential one.
Definition 13 Let R be a system and SX = {s1X , . . . , slX }
a set of local states of agent X ∈ A. We define the credulous
belief operator as

BelR,c(SX ) = {I ⊆ PT (R) | ∃sX ∈ SX ,
(PT (R) \ I) ∩ KX (sX ) = ∅}.

Example 9 Let Iaffair denote the set of states in which Al-
fred has an affair then he wants that Beatriz. He is not sure
whether Beatriz heard him talking on the phone last night,
spB, or not, s¬pB . As Alfred is cautious, he wants that in both
cases Beatriz does not believe that he has an affair and de-
mands Iaffair 6∈ BelR,c(SA, BelR({s¬pB , s

p
B})).

On the other hand, if he is not sure if Carla heard him talk-
ing to his son on the phone, represented by Carla’s possible
states spC and s¬pC , he might not care too much. In this case
he would only require that Ichildren 6∈ BelR,s({s¬pC , s

p
C}).

Based on this epistemic view on and formalization of the
runs-and-systems approach we can define an epistemic sys-
tem RE for a given system R such that each agent has all
information it needs to be aware of and reason about secrecy.
Definition 14 (Epistemic System) Let R be a system for
a set of agents A = {X1, . . . ,Xn}. The epistemic system
RK(R) forR is defined as

RK(R) = {rK | rK,X (m) = KX (r,m),

X ∈ A, (r,m) ∈ PT (R)}
with KX (r,m) =

〈rX (m), {(IX1,1, BelR,X1), . . . , (IX1,k, BelR,X1),

. . . , (IXn,k, BelR,Xn)}, {VX1
, . . . ,VXn

}}〉
The information that has to be specified for the epistemic

system is, for each agent, the set of secrets and the set of
views for all points in the system R. Current definitions of
secrecy are less expressive in the sense of definition of se-
crets. The most expressive definition of secrecy is the one of
policy-based secrecy. In the following we show how we can
express policy-based secrecy in an epistemic agent-based
system.

Properties of the Instantiation
There are several differences in the concept of secrecy and
ours. Most striking is the difference in the definition of secret
information. The information to be kept secret in secrecy is
implicit. The relevant information is specified and does not
represent secrets but information not to be ruled out, that is,
information to be considered possible by agent A. In com-
parison to the notion of secrets in our framework this means
that all information is to be kept secret in which some rel-
evant information is ruled out. Formally, this means that if
I = {I1, . . . Il} ⊆ P(PT (R)) characterizes relevant infor-
mation, the set of secret information is given by

Γ(I) = {I | ∃I ′ ∈ I, I = PT (R) \ I ′}.
This set of secrets in form of information-sets forms the ba-
sis for the secrets of agentD. Secrecy is not only defined for
a single agent but also with respect to one single other agent
while our notions consider all other agents and the respective
secrets at the same time. Therefore we restrict our frame-
work to sets of secrets which are with respect to the same
agent, i. e. A. The information to be kept secret in policy-
based secrecy, as in other the notions of secrecy is local in-
formation about agent D. This is expressed by the condition
of all sets Ik being sets of D-information sets. For the case
of total secrecy the relevant information is given by the set
of all possible local states of D, i. e.

Itotal = {KD(r,m) | (r,m) ∈ PT (R))}.
Given some D-possibility policy p(r,m) for a point
(r,m) ∈ PT (R) we get the relevant information by the
union over each set of information-sets:

Ip(r,m) = {
⋃
I∈Ik

I | Ik ∈ p(r,m)}.

The following definition relates agent-based epistemic se-
crecy to policy-based secrecy by transforming a given sys-
tem, pair of agents and policy into a system in which agents
have epistemic states as defined in Definition 2.
Definition 15 For a given system R, agents D and A, and
policy policy(r,m) for all (r,m) ∈ PT (R)) we define the
systemRK(R) as

RK(R) = {rK | rK,X (m) = KX (r,m),X ∈ A}
with

KX (r,m) =


〈rX (m), {(I,BelR,c,A) |
I ∈ Γ(Ip(r,m))}, {{rA(m)}}〉 if X = D
〈rX (m), ∅, ∅〉 else

The set of secrets is given by the secrecy-relevant elements
of policy(r,m), all secrets are protected with respect to the
possibilistic belief operator BelR,c. Since all secrecy defini-
tions based on the runs-and-systems approach define secrecy
only with respect to one single agent, i. e. all secrets in S are
for agent A. Accordingly only the view of agent D on agent
A is relevant and the set of views consists of only the view
towards agent A. This set is a singleton such that agent D
has a complete view of agent A. With this instantiation we
can show the following result.
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Proposition 1 Given a systemR, agentsD andA, and pol-
icy policy(r,m) for all (r,m) ∈ PT (R). Agent D main-
tains policy-based secrecy with respect to agent A in R if
and only if, for all points (rK ,m) ∈ PT (RK) rK,D(m) is
safe.
Proof 1 Assume thatD maintains policy-based secrecy with
respect to A. We fix some arbitrary point (r,m) ∈ PT (R)
and I ∈ Ip(r,m). It is Ip(r,m) = {

⋃
I∈Ik I | Ik ∈

p(r,m)}. By definition of policy-based secrecy it holds that
KA(r,m)∩I 6= ∅. We have PT (R) \ I ∈ Γ(Ip(r,m)). Now
suppose that (PT (R) \ I) ∈ BelR,s({rA(m)}). Then it
follows that PT (R) \ (PT (R) \ I)∩KA(r,m) = ∅ that is
I ∩ KA(r,m) = ∅, in contradiction to the assumption.

Assume rK,D(m) is safe for all points (rK ,m) ∈
PT (RK). We fix some arbitrary point (r,m) ∈ PT (R)
again. Then for each I ′ ∈ Γ(Ip(r,m)) it holds that I ′ 6∈
BelR,s({rA(m)}). From this follows that PT (R) \ I ′ ∩
KA(r,m) 6= ∅. Since for each I ∈ Ip(r,m) we have
PT (R) \ I ∈ Γ(Ip(r,m)) it also holds that PT (R) \
(PT (R)\I)∩KA(r,m) 6= ∅ and therefore I∩KA(r,m) 6=
∅ as desired.

We just showed how we can transform any given system
and policy into a system in which the agent under consid-
eration has knowledge about the policy and a view on the
considered attacking agent. This result shows that by the def-
inition of a policy for one single agent and with respect to
one other agent little information is given about the whole
system. This gets evident by the fact that all other agent’s
secrets and views are not specified, as only one agent D
is modeled and that only partially. It also gets evident, that
the defending agent D needs to have complete information
about the attacking agent A in order to satisfy secrecy. This
is already unrealistic in this asymmetric setting in whichD is
the only agent which has secrets. In many realistic settings
of multiagent systems, agent A is designed symmetrically
and should be able to have secrets with respect to D. Both
agents should be able to preserve secrecy at the same time.
This is impossible if both have a complete view on the other.

The formulation of secrets in policy-based secrecy is un-
intuitive as we need to specify the information an attacking
agent shall believe. Hence if we consider our running exam-
ple we have.
Example 10 Beatriz should not be able to rule out that Al-
fred does not have an affair. Hence ¬affair is security
relevant information.
The notion of security-relevant is somewhat the complement
of our notion of secrets. If some proposition a shall be kept
secret ¬a is security-relevant information. We can model
this interpretation in our framework as well by using the be-
lief operator

BelR(s) = {X | X ⊆ PT (R) \ K(s)}.
This operator makes negative inferences which results in the
set of information sets representing information the agent
does not consider possible. Furthermore, secrecy restricts
secrets to be D-local which means that it is a property of D.
This means that an agent can only keep secret that it beliefs
in something. Consider the following example.

Example 11 Dave is married and does not have an affair.
Still he does not want his jealous wife to believe that he has
an affair.

This counterfactual secret cannot be represented on secrecy
but in our framework since we do not restrict the secret in-
formation to be D-local.

Agent-based Runs
Up to now we assumed a system R to be given. The agent
based notion of secrecy presented above defines secrecy
based on the behavior of an agent stating when an agent de-
fined by some agent function preserves secrecy. Hence agent
based secrecy is a property of an agent function. That is what
we are interested in, agent functions that preserve secrecy. In
the following we use the action function defined previously
which describes the behavior of agents to construct a system.

A system is a set of runs and each run describes the evo-
lution of the system in time. Hereby, also the evolution of
each local state is described. Formally a run is defined as a
function r : N0 → states from discrete time points to the
set of global states states. In our framework the set of local
states of the agents A = {X1, . . . ,Xn} is given by the set of
epistemic states Ω and the set of global states consequently
by

E = {(KX1
, . . . ,KXn

) | KXi
∈ Ω,Xi ∈ A, 1 ≤ i ≤ n}.

For each local state KX the action function actX (KX )
determines the next action of agent X . An assignment of
an action function to each agent is denoted by ActA =
(actX1 , . . . , actXn). Each agent performs an action in each
cycle and the aggregated actions α = (a1, . . . , an) form the
perception pα,X of each agent in the next cycle. We leave out
details about communication and visibility of actions here.
The change operator ◦ incorporates the new perceptions and
executed actions into the current epistemic state and hereby
determines the successor state. It should be stressed that be-
sides the ◦ operator not only changes the belief base of the
agent but also adapts the view on other agents and the sets
of secrets. The adaption of the view of other agents reflects
the changes D supposes that its actions have on the epis-
temic state of other actions and the informationD gets about
other agents by observing their actions, e. g. by applying
techniques from (Nittka and Booth 2008). Details about the
change operator are out of the focus of this paper.

Given the explanations above we can completely and
uniquely describe the execution of a system and define an
agent based epistemic system.

Definition 16 (Agent-based epistemic system) Let E =
{KX1 , . . . ,KXn} be a set of safe epistemic states with
KXi ∈ Λ0, 1 ≤ i ≤ n and ActA an action function as-
signment for all agents.

• The run rE,ActA starts with the initial state rE,ActA(0) =
{KX1 , . . . ,KXn}.

• rE,ActA(m) = {rX1(m − 1) ◦ pX1(m − 1) ◦ aX1(m −
1), . . . , rXn

◦ pXn
(m− 1) ◦ aXn

(m− 1)}
– with aXi

(m) = actXi
(rX1

(m) ◦ p1(m))
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The agent based epistemic system RE is the set of runs
rE,ActA for all possible initial epistemic states E and as-
signments ActA. We denote the set of runs in which agent X
has behavior actX by

RactX := {rE,ActA ∈ R | ActA(X ) = actX )}.
The system RactX is relevant for our means since it repre-
sents all runs in which X has a certain action function and
the other agent have all possible action functions for all pos-
sible initial epistemic states. We can show that the construc-
tion of epistemic systems characterizes our notion of agent-
based epistemic secrecy.
Proposition 2 Given a set of perceptions percepts, a set of
initial epistemic states Λ. An agent X characterized by be-
havior actX is secrecy preserving if and only if rX (m) is
safe for all points (r,m) ∈ PT (RE,actX ).

Proof 2 We have to show that {rX (m) | (r,m) ∈
PT (RE,actX )} = Ωact,percepts(Λ0). If (r,m) ∈
PT (RE,actX ) then rX (0) ∈ Λ0 and agent X has behavior
actX . For each m it then holds that rX (m) = rX (0) ◦ p0 ◦
act(rX (0)◦p0)◦· · ·◦pm−1 ◦act(rX (0)◦· · ·◦pm−1). Since
pi ∈ percepts it holds that rX (m) ∈ Ωact,percepts(Λ0).

For each KX ∈ Ωact,percepts(Λ0) it holds that it is the
result of the modifications to it resulting from a sequence of
received perceptions and performed actions:KX = KX (0) ◦
p0 ◦ act(rX (0) ◦ p0) ◦ · · · ◦ pm−1 ◦ act(KX (0) ◦ · · · ◦ pm−1)
for some sequence (p0, . . . , pm−1) with pi ∈ percepts, 1 ≤
i < m and KX (0) ∈ Λ0. Therefore KX = rX (m) for some
(r,m) ∈ PT (RE,actX ).

Hence we have shown how an agent-based epistemic sys-
tem can be constructed given a change operator and the spec-
ification of action functions. This also formalized the re-
lation of secrecy preserving action functions to secrecy in
the resulting system. The other way around, for each system
RK(R) and change operator ◦ there exists a set of behav-
iors Act such that RK,Act,◦ = RK(R). This characterizes
a set of action functions for agent D and in particular action
functions for which it preserves secrecy.

Discussion
To our knowledge no similar approach to secrecy from a
subjective, epistemic perspective of an agent has been put
forward so far. Related notions of secrecy in multiagent
system are formulated from the global perspective of the
entire system. We have already extensively discussed and
shown the relation to the work on secrecy in the runs-and-
systems framework, especially (Halpern and O’Neill 2008)
and (Biskup and Tadros 2010). We consider these works
as a good basis for comparisons of notions of secrecy for
which other relations have been shown already. In particular
it has been shown in (Halpern and O’Neill 2008) that sep-
arability (McLean 1994) and generalized non-interference
(McCullough 1987) are stricter than C-secrecy and total f-
secrecy which are special cases of policy-based secrecy. In
(Biskup and Tadros 2010) the close relation of policy-based
secrecy to opaqueness properties of function views as de-
fined in (Hughes and Shmatikov 2004) is shown.

The aim of this work is to define a framework for the
specification of secrecy preserving agents. In particular this
shall be used for the construction of agent models and for
the application in agent systems that preserve (epistemic)
secrecy. On this side, related work is the one of Biskup
et al. on controlled query evaluation (CQE) (Biskup 2010;
Biskup and Weibert 2007). In CQE database queries are con-
trolled via a censor function. The notion of secrecy underly-
ing CQE is formalized by policy-based secrecy as shown in
(Biskup and Tadros 2010). If we model the database query
scenario as a simple multiagent system, the censor function
corresponds to an action function that leads to a secrecy pre-
serving agent. In (Biskup, Kern-Isberner, and Thimm 2008)
it has been discussed how CQE techniques can be used for
preserving secrecy in multiagent negotiation.

In this work we approached the topic of secrecy from the
perspective of an epistemic agent. From this perspective in-
formation is uncertain and incomplete, secrets are specific
to other agent and vary in strength. The agent is interested
in achieving its goals and while doing this has to take care
not to disclose information it does not want to be disclosed.
We presented a general epistemic agent model in which we
define secrets and what it means to an agent to preserve se-
crecy. To this end we introduced action functions character-
izing the behavior of an agent and a change operator which
adapts the beliefs of the agent, its secrets and views on other
agents. Starting from this framework we discussed the prop-
erties of notions of secrecy based on the runs-and-systems
approach. We formally showed how policy-based secrecy re-
lates to our approach. These results imply further relations
to various other notions of secrecy. It turned out that we have
to restrict our framework in various ways to make it compat-
ible with the ones based on runs-and-systems.

We see our framework as a good starting point for the
development of secrecy preserving agents and implementa-
tions of those. This drives our current and future work.
Acknowledgements: This work has been supported by the
DFG, Collaborative Research Center SFB876, project A5.
(http://sfb876.tu-dortmund.de)
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