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ABSTRACT
With a multitude of data sources available online, data
consumers might find it hard to select the best combina-
tion of sources for their needs. Aspects such as price,
licensing, service and data quality play a major role in
selecting data sources. We therefore advocate quality-
aware data services as a natural data source model for
complex data integration tasks and mash-ups. This pa-
per focuses on requirements, state of the art, and the
main research challenges on the way to the realization
of such services.

1. INTRODUCTION
The problem of transferring data between and

answering queries over heterogeneous information
systems has been one of the key topics of database
research over the past fifteen years. Various ap-
proaches have been intensively studied. Perhaps the
most popular approach is data federation [9, 34],
where many sources are encapsulated in a virtual
global database that translates queries against the
single mediating schema into queries on the sources
[35, 43].In data exchange, the data is actually mate-
rialized in the target database; the data sources are
no longer needed and, possibly, no longer available
for query answering [24]. Peer data management
advances these basic approaches, allowing many-
to-many, bi-directional mappings between the data
schemas of systems participating in data integra-
tion. Queries posed against one such system are
normally answered by using the local database of
this system and by retrieving data from other sys-
tems in the network, which in turn may also have
to contact other systems [8, 14, 37]. In [28] it was
shown that all these three approaches can be con-
sidered as special cases of a general information in-
tegration framework which we refer to as data net-
work in this paper. Such a data network consists
of autonomous systems – data peers – which may
have both data exchange relationships and virtual

mappings between each other. Moreover, data ex-
change constraints as well as virtual mappings may
exist locally on each data peer.

The semantics of answering queries in such data
networks is now well understood [14, 24, 37, 43].
Further aspects, where a lot of progress has been
made in recent research, include performance issues
and identifying the barrier between tractability and
intractability of query answering [1, 57, 24] and im-
portant data exchange tasks [24, 30]; providing and
using information on provenance [33, 32]; privacy
in a data integration environment [49]; dealing with
various forms of uncertainty [7, 23], and query an-
swering in the presence of inconsistencies [2, 19].

However, the needs of many real-world applica-
tions are still by far exceeding these current devel-
opments. Consider, for instance, the case when an
enterprise wants to provide some of the data accu-
mulated in its internal data network to third par-
ties for a fee. With recent introduction of data
marketplaces like Windows Azure Marketplace or
Infochimps, such practice is becoming routine for
many companies, with millions of data sources be-
ing offered for querying already. Currently, data
marketplaces aid their customers by providing a
unified interface to a multitude of data sources, in-
cluding support for certain query languages, online
schema browsing tools, and schema documentation
and licensing information in legal English. Fur-
thermore, marketplaces offer reliable payment pro-
cessing, cloud storage facilities for improved query-
ing performance, format conversions, and greatly
streamlined step-by-step processes for data publish-
ers and data consumers. With a large number of
datasets available in the marketplaces, the need for
their comprehensive specification becomes especially
apparent for users trying to identify the best data
sources matching their requirements. As the exam-
ple of conventional e-commerce platforms shows, ex-
tensive product descriptions (that is, metadata) and
quality of the information products is crucial. Sim-
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— Several data sources for the same species are provided by
different organizations, differing in structure and
semantics, how do I best use them?

— Which sources should I use, given that I am doing
a non-commercial research?

— It is so difficult to correlate species, publications, and
climate data! But I have to do this in order to find out
why this species starts leaving this area.
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ment data

Species
data

Species
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Water
resouce

information

Confidential,
sensitive
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Climate
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commercial
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international research organizations

Figure 1: Challenges faced by the user when using biodiversity data for researching species

ilarly to Amazon customers checking other users’
reviews when considering a purchase, customers of
data marketplaces will rely on the quality metrics
and community ratings of the information prod-
ucts offered to them. Moreovoer, mash-up appli-
cations will require most of this metadata, along
with licensing and pricing terms to be machine read-
able. Such requirements might translate into com-
plex measures for assessing, e.g., data quality at
the data publisher side. Thus, a means for au-
tomatic generation and maintenance of metadata
from a data network at hand will be greatly benefi-
cial for both data publishers and data consumers.

In this paper we take a quality-aware service-
oriented approach to data integration and consider
Data Services (DSs) built on top of conventional
databases or data networks. The main task of DSs
is to provide online access to its data and metadata
while meeting certain quality standards, known as
service contracts. We believe that data quality must
be a core of service contracts, along with further
service-related quality criteria, data license and pric-
ing [67]. We will discuss the challenges associated
with building DSs and align those challenges with
the state-of-the art in research in information inte-
gration and service-oriented architectures.

2. A CASE FOR DATA SERVICES
To elaborate possible requirements for quality-

aware data services outlined in the introduction, let
us consider the case of biodiversity data integration,
illustrated in Figure 1. As described in [69], biodi-
versity data have several properties which strongly
impact data integration: (i) Biodiversity data can
have complex structure, describe a large number
of species and observations, with broadly varying

degrees of quality. (ii) Many organizations are in-
volved in providing and continuously updating the
data. Data sources of different origin vary in se-
mantics and formats. (iii) Similar and/or comple-
mentary data is provided by different organizations.
There are many data owners who can set different
data access policies. (iv) Intellectual property rights
(IPRs) or other disclosure concerns may apply, for
example, to data acquired by commercial research.

Biodiversity data is available from the Global Bio-
diversity Information Facility (www.gbif.net). De-
pending on specific research goals, it may need to
be enhanced, e.g., with climate or water resource
information.

Assume that a user wants to determine why a
specific type of species starts to disappear from a
particular area. She probably needs to access and
integrate the data from multiple sources scattered
over the Internet (see Figure 1). These sources can
be free for non-commercial purposes or completely
free, and sensitive or associated with some com-
plex IPRs. Similar data can be offered by different
providers, with varying structure and quality. For
the user, it can be difficult to select the optimal
combination of data sources for a task at hand.

This scenario poses several research questions. To
aid the user in her job, one would need to know,
e.g. how to support the discovery of data services
based on quality and licensing aspects, and how to
support the composition of the data from different
quality-aware data services?

From the data publisher point of view, the related
questions are: How to choose the quality, licensing
and pricing models for the data service? How to
align these models with the underlying data net-
work, and how to perform the necessary measure-
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ments? Is it possible to optimize the data network
(which is most likely in use for quite a few enter-
prise tasks) for data publishing, so that the service
contracts are observed?

We will discuss some of the research issues associ-
ated with the implementation of the above scenario
in the next section.

3. ENABLING DATA SERVICES
One of the most general architectural models for

data integration considered in the literature is a
peer data network, in which nodes are independent
databases (data peers) and links between nodes rep-
resent schema mappings or other specifications of
data dependencies. Our goal is to provide an in-
frastructure for publishing the data from a data
network, through a thoroughly specified interface,
which we have introduced before as data service.
In this section, we subdivide such an infrastructure
into three conceptual levels:

• Data Network Level, concerned with the data
network management tasks, such as querying
and updating data and metadata (e.g., data
lineage) and collecting the quality and perfor-
mance metrics.

• Service Interface Level, concerned with the pre-
sentation of the distributed enterprise data to
the user through a single service interface, in-
cluding formal specification of the service, data
and quality models.

• Meta-Service Level, performing discovery and
integration of multiple services (possibly, other
data services).

The set of specific issues that would arise in prac-
tice is largely determined by such factors as the
data model used by data peers, expressiveness of
mappings and ETL operations used to transfer the
data, the nature and volume of the published infor-
mation, required query capabilities, and countless
further considerations. However, as we point out
in the remainder of this section, already catering
for a basic data service functionality with relational
databases as peers leads to a number of open issues
and research opportunities.

3.1 Managing metadata in data networks
To enable the data service interface, the data net-

work must be able to to store, maintain, and provide
access to the metadata describing the data quality,
licensing and pricing properties. This functionality
is by no means straightforward, as we will argue
shortly. For example, during updates or caching,
both data and metadata changes must be propa-
gated through the network. For many classes of

metadata, already the basic rules of propagation
through the schema mappings have to be defined.
For instance, what does it mean to propagate the
data quality descriptors. Even a comparatively sim-
ple completeness metric depends crucially on the
semantics of the schema mappings, namely if the
closed- or open-world assumption is taken [60]. Here,
we discuss such questions for several types of meta-
data relevant for the functionality of data services.

Provenance, often also called “lineage”, is the
key type of metadata on which the derivation of
other metrics in data networks depends. Usually,
one distinguishes the “why-” and “where-” prove-
nance [13], where the former gives a comprehensive
justification for creation of a data item, while the
latter references the origins of the values used in a
derived data item. A unified way of treatment of
annotations propagated through data dependencies
was presented in [33], with the examples of handling
incompleteness, probabilities, why-provenance, and
mulitplicities of tuples. No similar work considering
the unified treatment of metadata relevant for data
services (i.e., related to quality, licensing or pricing)
is known to us.

Data quality (DQ) was identified as an intrinsic
issue for information systems in the early 90-s [63].
Since then, it has become a subject of a huge body
of publications (see [5] for a survey). The main
problem addressed in research is the construction of
frameworks and methodologies for assessment and
continuous improvements of the enterprise DQ. For
data services, the following issues play a crucial role:
(i) measurement and propagation of DQ through
the data network, (ii) extraction of a concise char-
acterization of DQ as part of the data service de-
scription, (iii) quality-aware query answering, and
(iv) maintenance of the DQ model associated with
the data network (e.g., accommodating updates).

The typical DQ dimensions considered by the ma-
jority of authors are accuracy, completeness, time-
liness and consistency [55, 5]. Each dimension can
be represented by one or several quality metrics.
The metrics and further quality dimensions heavily
depend on the application domain, or context : the
quality of data is often identified with its “fitness for
use” [59]. Formalizing the notion of context in data
quality is an interesting challenge, which only re-
cently received attention [10]. However, even within
a fixed context, assessing data quality is commonly
recognized as a highly non-trivial problem, often re-
quiring human intervention (in the form of expert
evaluation or rating by the community of data users
[54]). Such aspects as heterogeneity of the data add
to the intricacy of the issue [4]. Still, for some qual-
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ity metrics, unsupervised measurement algorithms
have been studied in the literature [3, 29] and ap-
proved in practice [46]. This line of research and
industrial usage, supported by tools from the ma-
jor vendors of enterprise data management software,
has gained a lot of momentum in recent years.

For data services offering information products
composed from disparate enterprise data, an ability
to derive the quality metrics of the product based
on the quality metrics of the data sources is de-
sired, instead of performing the assessment anew.
The foundation for such a derivation has been laid
by Wang et al. in [72], where computing the DQ
metrics of the basic SQL operators’ results is consid-
ered, and further extended by Sarkar et al. [51, 52].
For data networks, with multiple data flows and
expressive schema mappings between the peers, the
problem of deriving DQ metrics becomes increas-
ingly complex, leaving an ample space for future
research.

One of the dimensions often identified with data
quality is the existence of object duplicates, which
do not agree on all attribute values. Deduplica-
tion, or record linkage, is especially important for
cases where data is distributed over several sources
(which is our assumption in this paper). In a simple
case, duplicates may result in violations of primary
key constraints (and then correlate with the con-
sistency DQ dimension). This case is often stud-
ied in the database literature, under the tile consis-
tent query answering. For an inconsistent database
state, a minimal set of updates (a minimal repair)
is constructed, and certain answers – present in the
query results under each repair – are computed.

However, there may be cases where conflicting
duplicates do not lead to constraint violations: for
instance, if inaccurate key values are present. More-
over, defining repairs through simple operations of,
e.g. tuple deletion can lead to undesirable informa-
tion loss. More sophisticated and domain-dependent
record linkage techniques are then used, giving rise
to the data fusion process [11]. Object linkage al-
gorithms are often complex and can hardly be cap-
tured by simple logical formalisms like the language
of database constraints.

As far as quality-driven querying of data is con-
cerned, the main reference so far remains the work
of Naumann [50], who proposed a framework for
taking quality-related metrics into account when
answering queries against web sources (i.e., in a
data federation setting). More recent advances on
quality-aware query answering can be found in [10,
6]. The quality metadata in XML are considered
in [61, 47], where a decentralized architecture of

“quality brokers”, or quality-aware query media-
tors, is proposed. Such an architecture is well suited
for data networks. However, so far only the sim-
plest mappings between the sources and the global
schema have been considered [50, 61]. Taking more
expressive mappings into account, including those
between data peers, can be seen as a reasonable
next goal for quality-aware data querying.

The study of maintenance of data quality metrics
has been merely initiated [45]. Here again, the data
federation model rather than a data network with
complex patterns of update propagation is consid-
ered (see also Section 3.3).

Licensing metadata, to the best of our knowl-
edge, has received only little attention in database
research. One of the most important developments
is the Open Data license [48], which allows one to li-
cense a published dataset under various conditions.
An overview of further real world data contracts in-
cluding licensing terms can be found in [67]. How-
ever, such questions as combining the differently li-
censed data in the same information product and
checking for licensing conflicts still wait for further
exploration.

Pricing in conjunction with query processing is
a typical instrument in query optimization: all re-
sources needed to evaluate the query are general-
ized as monetary cost (per byte transferred, per disk
read operation etc.). A total cost of a query plan
is then computed. Many cloud services nowadays
implement such cost models literally by charging
users for actual resource consumption. Such ap-
proaches are not the ultimate answer for data ser-
vices though, since this kind of pricing is content-
and quality-independent. Query optimization un-
der per-tuple fees or fees depending on DQ can be
seen as viable directions for research. For instance,
one can ask for best quality-dependent query plans
for a given price range, or optimize data pricing for
a set of typical user queries.

Quality of service (QoS) describes the properties
of the data service, which are not specific for the
content it serves. Typical QoS aspects are reliabil-
ity, availability, security, and performance. These
properties are an important part of the data service
specification as well, and have to be aligned with
capabilities of the underlying data network. For in-
stance, the reliability and availability of the data
service depend on the queries that can be answered
at a given time instant, which in turn depends on
the availability of data peers.

For data service discovery and selection (see Sec-
tion 3.4) the underlying data network must be able
to characterize its ability to support data services in
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terms of a schema or ontology of the data as well as
the above mentioned quality and licensing criteria.
Such a characterization has to be given in princi-
ple (if the design of the data network supports a
specified service) as well as for the current state of
the network characterized by quality metrics (e.g.,
logical consistency and data availability).

Data network models are typically built using log-
ical formalisms [28, 14, 37]. To support data ser-
vices, such models must take metadata as part of
their basic concepts: For example, consistency of
sources equally depends on the data and on the
metadata (e.g., sources might disagree on the li-
cense of a data item). Moreover, the sources must
adhere to the same definition of quality metrics.

Further extensions of the foundations are needed
as well. One extension concerns the type of map-
pings between the data peers. In contrast to dis-
tributed databases, there is an independent appli-
cation behind each data peer, employing process-
ing mechanisms that are generally hard to formal-
ize declaratively. Therefore, the notion of uncertain
mappings (based on [23]) with possible adaptations
has to be studied to approximate the data process-
ing rules. Such mappings are important both as a
means of expressing the dependencies between the
local and global schemas, but also as a way of sim-
ulating the application logic at the data peers. An-
other issue is concerned with the data format het-
erogeneity in the data network: The data with vary-
ing levels of structure (as addressed in [36]) could
be integrated (in particular, semi-structured and
even unstructured data) provided that the under-
lying data peers are able to formulate and support
a certain level of data and service quality.

3.2 Publishing a data service
A data service must provide a comprehensive spec-

ification of the information products it offers. This
specification will then allow data consumers to make
informed decisions when searching for and compar-
ing data sources for their applications.

Currently, QoS models for Web services are well
developed and various techniques and tools support
engineers modeling QoS for Web services [42, 58,
73]. However, the data-specific aspects of service
description have not yet received proper support.
In [66], various data-related aspects of service spec-
ifications – called data concerns – are identified and
analyzed, and then in [65, 71] a service engineering
process for publishing those concerns is developed.

Given the considerable effort spent on data qual-
ity from the database perspective, as outlined in the
previous section, there is a lack of integration be-
tween DQ metrics and parameters commonly used

to specify data services. In fact, no standard model
of data quality that could serve as a basis for the
data service specification is available so far. Fur-
thermore, since the data quality notions are often
domain-specific, actually a hierarchy of quality mod-
els will be desirable, whereby the general quality
metrics like completeness can be extended by or
mapped to the specialized ones (like “number of
OCR failures” for an electronic library), allowing
the customer to better compare similar services and
still have compatible service descriptions for the
case of data mash-up. Similarly, existing service
licensing [26] and service level agreements (SLAs),
see e.g, [39], are mainly based on “operational” QoS
models. Some data licensing models exist [21], but
are neither standard nor formalized to allow auto-
matic processing, and thus cannot be used in the
service model. Typical data rights that license mod-
els have to support include derivation, collection, re-
production, attribution and restriction to noncom-
mercial use [67].

To date, these types of metadata have not been
combined in a single service model [71], and there
exist no specifications to support the publishing and
discovery of data services based on such informa-
tion. This calls for a new research focus on the
development of publishing and discovery of quality
aspects of data services. The data publishing not
only requires an appropriate description of the se-
mantics of the data (e.g. a schema or an ontology),
but also a more general specification reflecting the
data quality, QoS, and data service licensing. In ad-
dition to languages and specifications for modeling
these types of information together, we also need
a scalable and extensible framework to manage the
lifecycle of this information. Existing SOA tech-
niques can address many aspects in the modelling,
publishing and management of data services. In
our view, existing QoS and service licensing models
can be extended with data quality metrics. Then,
quality-related metadata can be linked with other
types of service information, for instance, integrated
into the Web services information model [64].

3.3 Optimizing the design and operation
of the data network

To provide a certain quality of service with min-
imal cost, various kinds of optimization – both at
design time and at run time – are required. This
leads to the following issues.

The first issue is network optimization. Network
topologies are characterized by the data stored on
each data peer and the inter-peer mappings. Hence,
the optimality of a network topology and also the
equivalence of several network topologies depend on
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the quality parameters of the service. Various kinds
of optimization of the design of a data network have
to be considered – taking the formalization of QoS
in a data network into account. The concrete val-
ues of the QoS metrics are influenced by the design
of the network topology, which heavily depends on
data aspects like data allocation, data replication,
and inter-peer mappings. Thus, a number of op-
timization problems naturally arises from the QoS
metrics like, e.g., minimizing the cost of the data
network while guaranteeing a certain QoS level. An-
other interesting research question concerns equiva-
lence between network topologies (understood, e.g.,
as a set of schema mappings between peers, together
with local data constraints), with respect to cer-
tain quality metrics. This is in spirit of the recent
work by Fagin et al. [25], where several notions
of equivalence between schema mappings have been
proposed, in particular, relative to a given class of
queries. A study of replication in data networks
[62], but taking QoS into account is also a promis-
ing research direction.

Second, query optimization is an important is-
sue in all data management systems – no matter
whether they are considered in the context of data
services or not. In a data network, traditional ap-
proaches to query optimization (see, e.g., [31, 41])
have to be extended so as to take the inter-peer and
intra-peer mappings into account. Two important
sub-problems that deserve further study are query
routing and load distribution (see, e.g., [56]).

Finally, the optimization of updates, i.e., update,
insert, or delete operations in a data network is an
important issue. The modification of data at one
peer normally leads to the violation of the inter-
and intra-peer mappings, which are re-enforced by
performing the chase procedure. Update optimiza-
tion in a data network has two important facets.
First, minimizing the propagation time or minimiz-
ing the impact on the other data peers is critical.
Second, there may exist many possible states of the
data network such that all constraints are fulfilled
again after the update. In this case, an important
optimization problem is concerned with finding the
“smallest” one, which is usually referred to as the
core. In [28], core computation has been extended
from data exchange to a data network. In addition,
core computation methods should be made incre-
mental, i.e., be able to “locally repair” the core after
an update, rather than recompute it from scratch.

Updating the data network brings about the prob-
lem of transaction support. A discussion of transac-
tions in a service-oriented distributed environments
can be found in [68]. In the context of data services,

the mapping from the inter-service transaction se-
mantics to the underlying data network transac-
tions must be investigated.

3.4 Selecting and mixing data from quality-
aware data services

With published quality- and licensing-related meta-
data, the data consumers will have a chance to de-
cide if the data from a given data service fits their
intended usage scenario. This is in clear contrast
with a situation where only descriptions of syntax
(format) and semantics (ontology) of the data are
available.

Rich data service specifications are especially im-
portant when discovery, comparison, and selection
of data sources are computer assisted. Users should
be able to automatize such tasks as comparing and
checking compatibility of data service contracts, or
determining trade-offs between quality, licenses and
costs associated with information products from a
certain set of data services.

To support the composition of data sources on
the Internet, in particular in the collaborative Web
2.0 context, many tools have been developed [22,
38]. However, existing techniques mainly focus on
selecting data sources based on data structures and
on dealing with syntax and semantics of the data
[22, 40, 53]. In the area of Web data mash-ups,
a need of considering data quality has been under-
stood [17], and the study of DQ models initiated
[16]. More comprehensive data mash-up models,
including licensing and pricing in conjunction with
data and service quality, are yet to be developed.

Similarly, most of the contemporary service selec-
tion and combination techniques are built around
the QoS, cost, and the semantics of service opera-
tions [58, 73], rather than content-related aspects.
This is true, in particular, for concepts such as ad-
hoc flows [70]. For service mash-ups [44], a need for
data quality support has been recently realized. In
particular, the Mashup Services System [12] takes
information quality metrics into account when gen-
erating and managing service mash-ups.

Service selection techniques currently do not deal
with the compatibility between different license mod-
els [27] when integrating data from different ser-
vices. A recent work has supported the evaluation
of service contracts, but its support of data-related
concerns is limited [20].

Hence, we envisage a proliferation of new tech-
niques and algorithms for composition of data ser-
vices (be it a mash-up Web application for end users,
or a new data service) taking the full spectrum of
data concerns and QoS aspects into account. Such
algorithms and techniques should extend current
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service contract compatibility evaluation [20], syn-
tax mismatching [40], and QoS-aware and semantic
workflow composition [18, 15] with data quality and
contract aspects. Moreover, unlike current tech-
niques which require user interaction for selection
and maping of the data sources [53], mixing data
services should be possible with minimum involve-
ment (or no involvement at all) of the end user.

4. CONCLUSION
We have presented the concept of data services

which takes a quality-aware service-oriented view on
data integration, and identified the main research
challenges on the way to its realization.

The main benefit of this approach comes from the
cross-fertilization of the database and distributed
systems fields: The peer data management con-
cept [8, 14, 28, 37] was a first step in this direction
by making P2P technology available to data man-
agement and vice versa. We consider combining
service-oriented computing techniques with database
technology as an important second step. This will
lead to a better understanding and interesting ex-
tensions of the frameworks and methods on both
sides: On the one hand, SOA key concepts like qual-
ity, licensing, service selection, and service compo-
sition must be extended so as to take data aspects
into account. On the other hand, the concept of
data networks must be significantly enhanced by
integrating quality considerations into it and by de-
veloping new methods of data network optimization
with respect to the various quality criteria.
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