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Abstract. Argumentation frameworks with collective attacks (SETAFs) have gained in-
creasing attention in recent years as they provide a natural extension of the well-known ab-
stract argumentation frameworks (AFs) due to Dung. Concerning complexity, it is known
that for the standard reasoning tasks in abstract argumentation, SETAFs show the same be-
havior as AFs, i.e. they are mainly located on the first or second level of the polynomial
hierarchy. However, while for AFs there is a rich literature on easier fragments, complexity
analyses in this direction are still missing for SETAFs. In particular, the well-known graph-
classes of acyclic AFs, even-cycle-free AFs, symmetric AFs, and bipartite AFs have been
shown tractable. In this paper, we aim to extend these results to the more general notion
of SETAFs. In particular, we provide various syntactic notions on SETAFs that naturally
generalize the graph properties for directed hypergraphs, and perform a complexity analysis
of the prominent credulous and skeptical acceptance problems for several different widely
used semantics.
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1 Introduction

Formal argumentation provides formalisms to resolve conflicts in potentially inconsistent or in-
complete knowledge, which is essential to draw conclusions of any kind in such a setting. In this
context, argumentation frameworks (AFs), introduced in the influential paper by Dung [5], turned
out to be a versatile system for reasoning tasks in an intuitive setting. In AFs we view arguments
just as abstract entities, represented by nodes in a directed graph, independent from their inter-
nal structure. Conflicts are modeled in form of attacks between these arguments, constituting the
edges of said graph representation. Different semantics have been defined for AFs and deliver sets
of arguments that are jointly acceptable given the topology of attacks in the AF at hand. However,
by their limited syntax it is hard to formalize certain naturally occurring statements in AFs, which
is why various generalizations of the standard formalism have been proposed, see, e.g. [1]. One
such generalization extends the syntax by collective attacks, i.e. a construction where a set 7' of
arguments attacks an argument £, but no proper subset of 7" does; the resulting class of frameworks
is often referred to as SETAF's. The underlying structure of SETAFs then is a directed hypergraph.
When they introduced SETAFs [22], Nielsen and Parsons argued that collective attacks naturally
appear in various contexts, e.g. when languages are not closed under conjunction. In fact, in certain
settings standard AFs require artificial additional arguments and attacks, while the same setting can
be natively represented in SETAFs. These observations have been backed up by recent practically
driven investigations [25]. Moreover, SETAFs have been proven to be strictly more expressive
than AFs, as shown in [11] by means of signatures. In spite of these advantages, there has not
yet been much work on computational aspects of SETAFs. The general complexity of the most
common reasoning tasks has been investigated in [12], where also an implementation of a solver
for SETAFs with answer-set programming has been introduced. Moreover, algorithmic approaches
for SETAFs have been studied in [15, 21].

The main aim of this paper is to deepen the complexity analysis of [12] which has shown that
the complexity of SETAFs coincides with the results for classical AFs in general. In particular, this
means that reasoning in many popular semantics is on the first or second level of the polynomial
hierarchy. To still achieve manageable runtimes with large instances, the approach we shall take
in this paper is to restrict the syntax of SETAFs. We propose certain constraints on the hypergraph
structure such that the induced class of frameworks is easy to reason on (i.e. the problems in ques-
tion are computable in polynomial time). On AFs this approach turned out to be fruitful: we say an
AF is acyclic, symmetric, or bipartite, if its attack relation is, respectively. The thereby obtained
graph classes are tractable fragments of AFs [2, 6, 7, 10]. Even though there exist translations
from SETAFs to AFs [23, 19], it is not at all clear whether tractability results for AFs carry over
to SETAFs. This is due to the fact that these translations can lead to an exponential blowup in the
number of arguments; moreover certain structural properties are lost in the translation.

In what follows, we thus focus on defining graph properties for SETAFs “from scratch” -
these can then be checked and exploited without a detour via AFs. Our main contributions can be
summarized as follows:

e Novel definitions for graph classes of directed hypergraphs: these notions are conservative
generalizations (i.e. in the special case of AFs they coincide with the respective classical
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notions) of well known properties of directed graphs such as acyclicity, symmetry, bipartite-
ness and 2-colorability. As a byproduct of the detailed analysis we state certain syntactical
and semantical properties of SETAFs within these classes.

e We pinpoint the complexity of credulous and skeptical reasoning in the respective graph
classes w.r.t. seven widely used argumentation semantics, that is admissible, grounded, com-
plete, preferred, stable, stage, and semi-stable [22, 12, 19]. We provide (efficient) algorithms
to reason on these computationally easy frameworks, and give negative results by providing
hardness results for classes that yield no computational speedup.

o We establish the status of tractable fragments for the classes acyclicity, even-cycle-freeness,
primal-bipartiteness, and self-attack-free full-symmetry. In fact, we not only show that these
classes are easy to reason in, but the respective properties can also be recognized efficiently.
This result allows one to perform such a check as a subroutine of a general-purpose SETAF-
solver such that the overall asymptotic runtime is polynomial in case the input framework
belongs to such a class.

Note that some proofs are not given in full length, they are carried out in detail in Appendix A.

2 Preliminaries

2.1 Argumentation Frameworks

Throughout the paper, we assume a countably infinite domain 2 of possible arguments.

Definition 1. A SETAF is a pair SF = (A, R) where A C 2 is finite, and R C (24 \ {0}) x A
is the attack relation. For an attack (T, h) € R we call T the tail and h the head of the attack.
SETAFs (A, R), where for all (T, h) € R it holds that |T| = 1, amount to (standard Dung) AFs.
In that case, we usually write (t, h) to denote the set-attack ({t}, h).

Given a SETAF (A, R), we write S —r a if there is a set T C S with (T,a) € R. Moreover,
we write S' — g S if S' =g a for some a € S. We drop subscript R in >y, if there is no ambiguity.
For S C A, we use S}, to denote the set {a | S g a} and define the range of S (w.r.t. R), denoted
S%, as the set S U S}

Example 1. Consider the SETAF SF = (A,R) with A = {a,b,c,d} and R =
{({a,b},0), ({a,c},b), ({c},d)}. Foran illustration see Figure la - the dashed attacks are collec-
tive attacks.

We will now define special ‘kinds’ of attacks and fix the notions of redundancy-free and self-
attack-free SETAFs.

Definition 2. Given a SETAF SF = (A, R), an attack (T, h) € R is redundant if there is an attack
(T",h) € RwithT" C T. A SETAF without redundant attacks is redundancy-free. An attack
(T, h) € Ris a self-attack if h € T. A SETAF without self-attacks attacks is self-attack-free.
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(a) SETAF SF (b) primal(SF)

Figure 1: An example SETAF and its primal graph.

Redundant attacks can be efficiently detected and then be omitted without changing the stan-
dard semantics [16, 23]. In the following we always assume redundancy-freeness for all SETAFs,
unless stated otherwise. The well-known notions of conflict and defense from classical Dung-
style-AFs naturally generalize to SETAFs.

Definition 3. Given a SETAF SF = (A, R), a set S C A is conflicting in SF if S +— g a for some
a € S. Aset S C Ais conflict-free in SF, if S is not conflicting in SF, i.e. if T U{h} € S for
each (T, h) € R. cf(SF) denotes the set of all conflict-free sets in SF.

Definition 4. Given a SETAF SF = (A, R), an argument a € A is defended (in SF) by a set
S C Aifforeach B C A, suchthat B —pg a, also S —pr B. A set'T" C A is defended (in SF') by
S'ifeach a € T is defended by S (in SF).

The semantics we study in this work are the grounded, admissible, complete, preferred, stable,
stage and semi-stable semantics, which we will abbreviate by grd, adm, com, pref, stb, stage and
sem respectively [12, 19, 22].

Definition 5. Given a SETAF SF = (A, R) and a conflict-free set S € cf(SF). Then,
e S €adm(SF), if S defends itself in SF,

S € com(SF), if S € adm(SF) and a € S forall a € A defended by S,

S € gl’d(SF), lfS = nTEcvm(SF) T,

S € pref(SF), if S € adm(SF) and there isno T € adm(SF) s.t. T DO S,

S € stb(SF), if S aforalla € A\ S,

S € stage(SF), if BT € cf(SF) with Ty D S5, and

S € sem(SF), if S € adm(SF) and T € adm(SF) s.t. Ty D Sg.
4



Table 1: Extensions of the example SETAF SF' from Example 1.

o o(SF)

of {0, {a}, {0}, {c},{d},{a,b},{a, c}, {a,d} {b,c}, {b,d}, {a,b,d}}
adm {0.{a}.{a,b},{a,c},{a,b,d}}

com {{a},{a,c}. {a,b,d}}

grd {{a}}

prefistblstagelsem|{{a,c},{a,b,d}}

For an example of the extensions of a SETAF see Table 1. The relationship between the se-
mantics has been clarified in [12, 19, 22] and matches with the relations between the semantics for
Dung AFs, i.e. for any SETAF SF":

stb(SF) C sem(SF) C pref(SF) C com(SF) C adm(SF) C ¢f(SF) (1)
stb(SF) C stage(SF) C c¢f(SF). (2)

The following property also carries over from Dung AFs: For any SETAF SF, if stb(SF) # ()
then stb(SF) = sem(SF) = stage(SF).

2.2 Complexity

We assume the reader to have basic knowledge in computational complexity theory!, in particular
we make use of the complexity classes L (logarithmic space), P (polynomial time), NP (non-
deterministic polynomial time), coNP, ¥ and M. For a given SETAF SF = (A, R) and an
argument a € A, we consider the standard reasoning problems (under semantics o) in formal
argumentation:

e Credulous acceptance Cred,: Is the argument a contained in at least one o extension of SF'?,
and

e Skeptical acceptance Skept,: Is the argument a contained in all o extensions of SF'?

The complexity landscape of SETAFs coincides with that of Dung AFs and is depicted in Table 2.
As SETAFs generalize Dung AFs the hardness results for Dung AFs [2, 4, 8, 9, 17, 18] (for a sur-
vey see [10]) carry over to SETAFs. Also the same upper bounds hold for SETAFs [12]. However,
while the complexity results for AFs can be interpreted as complexity w.r.t. the number of argu-
ments |A|, the complexity results for SETAFs should be understood as complexity w.r.t. |A| + | R
(as | R| might be exponentially larger than | A|).

'For a gentle introduction to complexity theory in the context of formal argumentation, see [10].
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Table 2: Complexity for AFs and SETAFs (C-c denotes completeness for C).

‘ grd adm com pref sth stage sem
Cred, |P-c NP-c NP-c NP-c NP-c ¥f-c Xf-c
Skept, | P-c trivial P-c  Mf-c coNP-c ME-c Nb-c

3 Graph Classes

The directed hypergraph-structure of SETAFs is rather specific and to the best of the authors’
knowledge the hypergraph literature does not provide generalizations of common graph classes
to this kind of directed hypergraphs. Thus we first identify such generalizations for SETAFs for
the graph classes of interest. Then, we show the tractability of acyclicity and even-cycle-freeness
(the latter does not hold for stage semantics) in SETAFs, and that odd-cycle-freeness lowers the
complexity to the first level of the polynomial hierarchy as for AFs. Then, we adapt the notion
of symmetry in different natural ways, only one of which will turn out to lower the complexity of
reasoning as with symmetric AFs. Finally, we will adapt and analyze the notions of bipartiteness
and 2-colorability. Again we will see a drop in complexity only for a particular definition of this
property on hypergraphs. All of the classes generalize classical properties of directed graphs in a
way for SETAFs such that in the special case of AFs (i.e. for SETAFs where for each attack (7', h)
the tail 7" consists of exactly one argument) they coincide with said classical notions, respectively.
Finally, we will argue that these classes are not only efficient to reason on, but are also efficiently
recognizable. Hence, we can call them tractable fragments of argumentation frameworks with
collective attacks.

When defining these classes we will use the notion of the primal graph, an implementation of
the hypergraph structure of a SETAF into a directed graph. An illustration is given in Figure 1.

Definition 6. Given a SETAF SF = (A, R). Then its primal graph is defined as primal(SF) =
(A, R'), where A’ = A, and R' = {(t,h) | (T',h) € R,t € T'}.

3.1 Acyclicity

Akin to cycles in AFs, we define cycles on SETAFs as a sequence of arguments such that there is
an attack between each consecutive argument.

Definition 7. A cycle C of length |C| = n is a sequence of pairwise distinct arguments C' =
(ay,aq, . ..,a,,ay) such that for each a; there is an attack (A;, a; 1) with a; € A;, and there is an
attack (A, ay) with a,, € A,. A SETAF is cyclic if it contains a cycle (otherwise it is acyclic),
even-cycle-free if it contains no cycles of even length, and odd-cycle-free if it contains no cycles
of odd length.

Note that a SETAF SF is acyclic if and only if its primal graph primal(SF) is acyclic. It can
easily be seen that acyclic SETAFs are well founded [22], i.e. there is no infinite sequence of sets
By, By, ..., such that for all ¢, B; is the tail of an attack towards an argument in B; ;. As shown
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in [22], this means grounded, complete, preferred, and stable semantics coincide. Moreover, as
therefore there always is at least one stable extension, stable, semi-stable and stage semantics coin-
cide as well, and the lower complexity of C'red,,; and Skept,,, carries over to the other semantics.
Together with the hardness from AFs, we immediately obtain our first result.

Theorem 1. For acyclic SETAFs the problems Cred, and Skept, for o €
{grd, com, pref, stb, stage, sem} are P-complete. Moreover Cred,gy, is P-complete.

For AFs we have that the absence of even-length cycles forms a tractable fragment for all
semantics under our consideration but stage. The key lemma is that every AF with more than one
complete extension has to have a cycle of even length [9]. This property also holds for SETAFs,
which in turn means even-cycle-free SETAFs have exactly one complete extension, namely the
grounded extension, which is then also the only preferred and semi-stable extension. Our proof
of this property follows along the lines of the respective known proof for AFs. Moreover, the
grounded extension is the only candidate for a stable extension, and thus for reasoning with stable
semantics it suffices to check whether the grounded extension is stable. Finally, note that the
hardness of Credgqge and Skept g, carries over from AFs (cf. [10]) to SETAFs.

Theorem 2. For even-cycle-free SETAFs the problems Cred, and Skept, for o €
{com, pref, stb, sem} are P-complete. Moreover the problem Cred,g, is P-complete, the problem
Credyage is ZQP -complete, and the problem Skept g, is |'|2P -complete.

For odd-cycle free SETAFs the situation is just like with odd-cycle-free AFs [8]. If there
is a sequence of arguments (ay, as,...), we say a; indirectly attacks the arguments aq,; 1 and
indirectly defends the arguments as,; for ¢ > 1 (cf. [22]). As odd-cycle-free SETAFs are limited
controversial [22], i.e. there is no infinite sequence of arguments such that each argument indirectly
attacks and defends the next, they are coherent, i.e. stable and preferred semantics coincide, and
therefore we experience a drop of the complexity to the first level of the polynomial hierarchy.

Theorem 3. For odd-cycle-free SETAFs the problems Cred, for o € {adm,stb,
pref,com, stage, sem} are NP-complete, problems Skept, for o € {stb, pref,stage, sem} are
coNP-complete, and the problems Credg,, Skepteq, and Skept.,, are P-complete.

3.2 Symmetry

In the following we provide two generalizations of symmetry? for SETAFs. The first definition via
the primal graph is inspired by the notion of counter-attacks: an AF F' = (A, R) is symmetric if
for every attack (a,b) € R there is a counter-attack (b,a) € R. As we will show, the correspond-
ing definition for SETAFs is not sufficiently restrictive to lower the complexity of the reasoning
problems in questions, except for a fast way to decide whether an argument is in the grounded
extension or not. For an illustration of the following definitions see Figure 2.

Definition 8. A SETAF SF = (A, R) is primal-symmetric iff for every attack (T, h) € R and
t € T there is an attack (H,t) € Rwith h € H.

2Further symmetry-notions for SETAFs have been investigated in [20].
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Figure 2: Different notions of symmetry.

As expected, a SETAF is primal-symmetric iff its primal graph is symmetric. Notice that
the notion of primal-symmetry coincides with the definition of symmetry of Abstract Dialectical
Frameworks in [3]. The next notion intuitively captures the “omnidirectionality” of symmetric
attacks: for every attack all involved arguments have to attack each other. In the definition of
fully-symmetry we distinguish between self-attacks and attacks which are not self-attacks.

Definition 9. A SETAF SF = (A, R) is fully-symmetric iff for every attack (T, h) € R we either
have

e ifh €T, thenVx € T it holds (T,z) € R, or
o ifh & T, thenVx € Sitholds (S\ {z},x) € Rwith S =T U {h}.

We have that every fully-symmetric SETAF is primal-symmetric, the converse does not hold.
In symmetric AFs every argument defends itself against all incoming attacks, hence, admissible
sets coincide with conflict-free sets, and it becomes computationally easy to reason on admissible,
complete, and preferred extensions. However, this is not the case with our notions of symmetry for
SETAFs. Consider the fully-symmetric (and thus also primal-symmetric) SETAF from Figure 2b:
we have that for example the singleton set {a} is conflict-free, but {a} cannot defend itself against
the attacks towards a. That is, the argument for tractability from AFs does not transfer to SETAFs.
This corresponds to the the fact that we will obtain full hardness for the admissibility-based se-
mantics in question, when making no further restrictions on the graph structure.

For both notions of symmetry we have that an argument is in the grounded extension iff it is
not in the head of any attack, which can easily be checked in logarithmic space. This is by the
characterization of the grounded extension as least fixed point of the characteristic function[22],
1.e. the grounded extension can be computed by starting from the empty set and iteratively adding
all defended arguments. For primal-symmetric SETAFs with and without self-attacks, as well as
fully-symmetric SETAFs (allowing self-attacks) this is the only computational speedup we can get,
the remaining semantics maintain their full complexity.

In order to show the hardness for primal-symmetric SETAFs we provide a translation that
transforms each SETAF SF = (A, R) in a primal-symmetric SETAF SF": we construct SF” from
SF by adding, for each attack » = (7', h) and ¢ € T, mutually attacking arguments a}n’t, azvt, the
(ineffective) counter-attack ({a;,,a’,, h},t), and attacks (t,a,,), (t,aZ,). It can be verified that
the resulting SETAF SF”’ is primal-symmetric, does not introduce self-attacks and preserves the
acceptance status of the original arguments.



Figure 3: Illustration of SFé for a formula ¢ with atoms Y = {yi,y2,v3,y4}, and clauses C =
{{y17y27y3}7{g1>g2ag4)}7{g%§37y4}}~

Theorem 4. For primal-symmetric SETAFs (with or without self-attacks) the problems Cred,,q,
Skeptyy and Skept,,, are in L, the complexity of the other problems under our consideration
coincides with the complexity for the general problems (see Table 2).

We will see the same hardness results for fully-symmetric SETAFs, but here the hardness re-
lies on the use of self-attacks. Stable, stage, and semi-stable semantics have already their full
complexity in symmetric AFs allowing self-attacks [10]. For the admissible, complete and pre-
ferred semantics, hardness can be shown with adjustments to the standard reductions. That is, we
substitute some of the occurring directed attacks (a, b) by classical symmetric attacks (a, b), (b, a),
and others by symmetric self-attacks ({a, b}, a), ({a, b}, b). For instance, for admissible semantics,
given a CNF-formula o with clauses C' over atoms Y we define SF, = (A’, R') (cf. Figure 3), with
A" ={p}UCUY UY and R’ given by (a) the usual attacks {(y,y), (v,y) | y € Y}, (b) symmetric
attacks from literals to clauses {(y,c¢), (c,y) |y € c,c € C}U{(y,¢),(c,y) | y € ¢,c € C}, and
(c) the symmetric self-attacks {({c, v}, ¢), ({c, ¢}, ¢) | ¢ € C}. The attacks (c) ensure that all ¢
have to be attacked in order to accept ¢ and that all ¢ are unacceptable.

Theorem 5. For fully-symmetric SETAFs (allowing self-attacks) the problems Credg,, Skeptyy
and Skept .., are in L, the complexity of credulous and skeptical acceptance for the other semantics
under our consideration coincides with the complexity for the general problems (see Table 2).

Investigations on symmetric AFs often distinguish between AFs with and without self-
attacks [10]. Indeed, also for self-attack-free fully-symmetric SETAFs we have that all naive ex-
tensions (i.e. C-maximal conflict-free sets) are stable, hence, one can construct a stable extension
containing an arbitrary argument a by starting with the conflict-free set {a} and expanding it to
a maximal conflict-free set. As stable extensions are admissible, complete, preferred, stage, and
semi-stable, an argument is trivially credulously accepted w.r.t. these semantics. Similarly, it is
easy to decide whether an argument is in all extensions.

Theorem 6. For self-attack-free fully-symmetric SETAFs the problems Cred, are trivially
true for o € {adm,com,pref,stb,stage, sem}. The problems Skept, are in L for o €
{grd, com, pref, stb, stage, sem}. Moreover, Credg,, is in L.

9



(a) Primal-bipartiteness (b) 2-colorability

Figure 4: Different notions of bipartiteness.

3.3 Bipartiteness

In the following we will provide two generalizations of bipartiteness; the first - primal-bipartiteness
- extends the idea of partitioning for directed hypergraphs, the second is a generalization of the no-
tion of 2-colorability. In directed graphs bipartiteness and 2-colorability coincide. However, this is
not the case in SETAFs with their directed hypergraph-structure. As it will turn out, 2-colorability
is not a sufficient condition for tractable reasoning, whereas primal-bipartiteness makes credulous
and skeptical reasoning P-easy. For an illustration of the respective definitions see Figure 4.

Definition 10. Let SF' = (A, R) be a SETAF. Then SF is primal-bipartite iff its primal graph
primal(SF) is bipartite, i.e. iff there is a partitioning of A into two sets (Y, Z), such that

e YUZ=AYNZ=0and
e forevery (T h) € Reitherh € Y andT C Z,orh € ZandT CY.

For bipartite AFs, Dunne provided an algorithm to enumerate the arguments that appear in
admissible sets [6]; this algorithm can be adapted for SETAFs (see Algorithm 1). Intuitively, the
algorithm considers the two sets of the partition separately. For each partition it iteratively removes
arguments that cannot be defended, and eventually ends up with an admissible set. The union of
the two admissible sets then forms a superset of every admissible set in the SETAF. As primal-
bipartite SETAFs are odd-cycle-free, they are coherent [22], which means preferred and stable
extensions coincide. This necessarily implies the existence of stable extensions, which means
they also coincide with stage and semi-stable extensions. These results suffice to pin down the
complexity of credulous and skeptical reasoning for the semantics under our consideration.

Theorem 7. For primal-bipartite SETAFs the problems Cred, and Skept, for o €
{com, pref, stb, stage, sem} are P-complete. Moreover the problem Cred, is P-complete.

It is noteworthy that the complexity of deciding whether a set S of arguments is jointly cred-
ulously accepted w.r.t. preferred semantics in primal-bipartite SETAFs was already shown to be
NP-complete for bipartite AFs (and, hence, for SETAFs) in [6]; however, this only holds if the ar-
guments in question distribute over both partitions - for arguments that are all within one partition
this problem is in P, which directly follows from the fact that Algorithm 1 returns the set Y; of
credulously accepted arguments - which is itself an admissible set.
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Algorithm 1: Compute the set of credulously accepted arguments w.r.t. pref semantics
Input : A primal-bipartite SETAF SF' = (A, R) with a partitioning (Y, Z)
Output: The admissible set Y; of credulously accepted arguments in Y’
1:=0
Yo=Y
RQ =R
repeat
1i=1+1
Y=Y 1\ {y |y €Yi, thereis some (Z',y) € R;_; with Z' C Z such that
VeeZ {Y',2)| (Y, z)€ R_1}| =0}
Ri=R 1 \{(Y',2)|Y'CY,ze Z)Y' CY;}
suntilY; =Y,_q;

A U AW N -

2

It is natural to ask whether the more general notion of 2-colorability also yields a computational
speedup. We capture this property for SETAFs by the following definition:

Definition 11. Let SF' = (A, R) be a SETAF. Then SF is 2-colorable iff there is a partitioning of
A into two sets (Y, Z), such that

e YUZ=AYNZ=0,and
e forevery attack (T, h) € Rwe have (T U{h})NY # D and (T U{h})NZ # 0.

Note that both primal-bipartiteness and 2-colorability do not allow self-loops (a,a) with a
single argument in the tail, but 2-colorable SETAFs may contain self-attacks (7', h) with |T'| > 2.

For admissibility-based semantics that preserve the grounded extension (such as
grd, com, pref, stb, sem) it is easy to see that the problems remain hard in 2-colorable SETAFs:
intuitively, one can add two fresh arguments to any SETAF and add them to the tail 7" of every
attack (7, h) - they will be in each extension of the semantics in question, and other than that the
extensions will coincide with the original SETAF (this translation is faithful, cf. [18]). To establish
hardness for stage semantics we can adapt the existing reductions by replacing self-attacking argu-
ments by a construction with additional arguments such that 2-colorability is ensured, and replace
certain classical AF-attacks by collective attacks.

Theorem 8. For 2-colorable SETAFs the complexity of Cred, and Skept, for all semantics under
our consideration coincides with the complexity of the general problem (see Table 2).

3.4 Tractable Fragments

The (relatively speaking) low complexity of reasoning in SETAFs with the above described fea-
tures on its own is convenient, but to be able to fully exploit this fact we also show that these classes
are easily recognizable. As mentioned in [13], the respective AF-classes can be efficiently decided
by graph algorithms. As for acyclicity, even-cycle-freeness, and primal-bipartiteness it suffices
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Table 3: Tractable fragments in SETAFs.

grd adm com pref stb stage sem
Cred, |P-c NP-c NP-c NP-c NP-c ¥f-c ¥f—
Skept, |P-c trivial P-c  Mf-c coNP-c NS¢ MY-c
Cred, |P-c Pc P-c P-c P-c P-c P-c
Skept, |P-c trivial P-c  P-c  P-c P-c P-c
Cred, |P-c P-c P-c P-c P YP-c P
Skept, |P-c trivial P-c  P-c  P-c Nf-c P-c

self-attack-free Cred, |in L trivial trivial trivial trivial trivial trivial

General

Acyclicty

Even-cycle-freeness

full-symmetry Skept, |in L trivial inL  inL inL inL inL
Cred, |P-¢c Pc P-c P-c P- P-c P-c
Skept, |P-c trivial P-c  P-c  P-c P-c P-c

Primal-bipartiteness

to analyze the primal graph, these results carry over to SETAFs. Moreover, for primal-bipartite
SETAFs we can efficiently compute a partitioning, which is needed as input for Algorithm 1. Fi-
nally, we can test for full-symmetry efficiently as well: one (naive) approach is to just loop over
all attacks and check whether there are corresponding attacks towards each involved argument.
Likewise, a test for self-attack-freeness can be performed efficiently. Summarizing the results of
this work, we get the following theorem.

Theorem 9. Acyclicity, even-cycle-freeness, self-attack-free full-symmetry, and primal-
bipartiteness are tractable fragments for SETAFss.

In particular, for credulous and skeptical reasoning in the semantics under our consideration
the complexity landscape including tractable fragments in SETAFs is depicted in Table 3.

4 Conclusion

In this work, we introduced and analyzed various different syntactic classes for SETAFs. These
new notions are conservative generalizations of properties of directed graphs, namely acyclicity,
even/odd-cycle-freeness, symmetry, and bipartiteness, which have been shown to lower the com-
plexity for acceptance problems of AFs. The starting point for our definitions is the primal graph of
the SETAF, a structural embedding of directed hypergraph into a directed graph. Other than estab-
lishing basic properties, we performed a complete complexity analysis for credulous and skeptical
reasoning in classes of SETAFs with these generalized properties.

For the notions regarding cycles, we established the same properties for acyclicity, even-cycle-
freeness, and odd-cycle-freeness for SETAFs that also hold for AFs. This includes the fact that the
same upper and lower bounds on the complexity holds as in AFs, namely reasoning in acyclicity
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becomes tractable for all semantics under our consideration, even-cycle-freeness becomes tractable
for all semantics but stage, and in odd-cycle-free SETAFs the complexity drops to the first level of
the polynomial hierarchy. The symmetry notions we introduced generalize the concept of counter-
attacks. We have established that a symmetric primal graph is not a sufficient condition for a
SETAF to lower the complexity. The more restricting notion of full-symmetry yields a drop in
complexity, but only if one also requires the SETAFs to be self-attack-free. Allowing self-attacks,
even this notion does not yield a drop in the complexity for the semantics in question, which is
the case for admissible, preferred, and complete semantics in AFs. We also investigated notions
of bipartiteness. While in directed graphs bipartiteness and 2-colorability coincide, this in not the
case in directed hypergraphs. We provided an algorithm that allows one to reason efficiently on
primal-bipartite SETAFs, a result that does not apply for the more general notion of 2-colorable
SETAFs. Finally, we argued that these classes can also be efficiently recognized, which is a crucial
condition if one wants to implement the more efficient algorithms as a sub-routine of a general
SETAF-solver.

In the future, tractability for SETAFs could be established by performing parametrized com-
plexity analysis, as it has been done for AFs [10, 14]. In particular, we understand these results as
a starting point for investigations in terms of backdoors (i.e. measuring and exploiting a bounded
distance of a given SETAF to a certain tractable class), along the lines of similar investigations for
AFs [13]. Moreover, it is important to analyze whether SETAFs that occur in applications belong
to any of the graph-classes introduced in this work. For example, it can be checked that the frame-
works generated for a particular application in [25]—even though they do not belong to one of our
tractable fragments—enjoy a (weak) symmetry-property, which allows one to reason in L on the
grounded extension. This can be shown using the same proof as for our primal-symmetry result.
Finally, as the purpose of the algorithms featured in this work was solely to illustrate the member-
ship to the respective complexity classes, undoubtedly they yield a potential for improvement and
optimization.
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A Proof Details

In order to carry out the missing proofs in detail, we introduce some additional notation. Transla-
tions (cf. [18]) are a special kind of reduction, they allow us to easily reduce decision problems on
SETAFs to other decision problems on SETAFs.

A (SETAF-)translation 7'r is a function that takes a SETAF SF' and outputs another SETAF
Tr(SF) with specific properties; if every SETAF in the range of the translation shares a syntac-
tic property and certain semantic restrictions are preserved (i.e. certain relationships between the
extensions apply), we obtain a hardness-result for the class that is defined by the syntactic prop-
erty. First we will adapt the syntactic notions for translations that are originally defined for AFs
(see [18]) for SETAFs.

Definition 12. A (SETAF-)translation 1'r is a function which maps SETAF's to SETAFs. Let SF =
(A, R) be a SETAF and Tr(SF) = (A, R') its translated image. Moreover let 0,0’ be two
semantics. A translation T'r is called

o efficient if for every SF its Tr(SF') can be computed efficiently,
e embedding if for every SF = (A, R) we have A C A’ and R = R' N ((24\ 0) x A).
e cxact for o = o' if for every SETAF SF we have o(SF) = o' (Tr(SF)),

e faithful for 0 = o’ if for every SETAF SF we have o(SF) ={ENA | E € o'(Tr(SF))}
and |o(SF)| = |o'(Tr(SF))

’

e acceptance-preserving for o = o’ if for every SETAF SF we have o(SF) ={ENA | E €
o (Tr(SF))}.

We have that every exact translation is faithful, and every faithful translation is acceptance-
preserving. As we are often not so much interested in the translatability between different seman-
tics, but in the syntactic properties of the translations, we often use translations where o = ¢’, then
we just write ““I'r is an exact/faithful/acceptance-preserving translation for .

Moreover, we need the naive semantics to establish some results. A naive extension is a C-
maximal conflict-free set; the set of all naive extensions of a SETAF SF is denoted by naive(SF).
It is known that both C'red,,qi,. and Skept e are in L [12].

Finally, we will distinguish between active and inactive attacks (cf. [16]). We call an attack
(T, a) inactive if there is another attack (.5, b) with S U {b} C T and all other attacks active. The
intuition is that inactive attacks can never be used to defend an argument in a extension and do not
contribute to the range of extensions. However, these attacks are still relevant as extensions have
to defend their arguments against inactive attacks.

A.1 Proof of Theorem 4

We start by providing a translation for o € {cf, adm, stb, pref, stage, sem} such that for every self-
attack-free SETAF SF its translation is primal-symmetric. Moreover we will establish that this
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translation is efficient and acceptance-preserving. Note that we use 7'y only for self-attack-free
SETAFs. For an illustration of 7' see Figure 5.

Translation 1. Let SF' = (A, R) be a SETAF. The SETAF-translation Try is defined as
Tri(SF)= (A", R") with

A = Au{a,al, |r=(T,h)e RiteT},

R, - R U {(avlﬂ,t’ aq%,t)7 (a?ﬂ,w aqlﬂ,t)7 ({avl",ta avz",tﬂ h}u t)7

(ta a}ﬂ,t)a (ta a72"7t) ‘ r= <T7 h) € Rat S T}

Figure 5: Tllustration Translation 7'r;. We have a SETAF with one attack r1 = ({¢1,...,t,}, h).

Intuitively, for each attack in the original SETAF the translation 7'r; adds an attack towards
every attacker. Since the arguments ai and af attack each other, this added attack is inactive, i.e.
cannot be used to defend arguments or extend the range of an extension. Hence, most semantics
do not change their extensions. Also in order to preserve admissibility we add an attack towards
the added arguments. We have that 7'r; is efficient and embedding.

Lemma 1. Let SF = (A, R) be a SETAF and let SF' = (A, R') = Tr(SF). Then for every
E' € ¢f(SF') we have for E = E' N A that Ef, = Ef5 N A.

Proof. “C”: Immediate by the fact that 7'r; is embedding and the monotonicity of (.)®.

“D”: Note that the set of active attacks towards arguments in A in SF” is the set of active attacks in
SF. The only active attacks towards arguments in A in SF” are from within A. The fact that in the
construction of SF” no further attacks between arguments in A is added concludes the proof. [

This brings us to our first result that will allow us to settle the complexity of reasoning for
o € {cf,adm, stb, pref, stage, sem} in self-attack-free primal-symmetric SETAFs.

Lemma 2. Let 0 € {cf,adm, stb, pref, stage, sem}. Then T'ry is an acceptance-preserving trans-
lation for o = o such that for every self-attack-free SETAF SF its translation SF' = Tr,(SF) =
(A’, R') is primal-symmetric.

Proof. First of all it is easy to verify that SF” is indeed primal-symmetric: For each of the
original attacks (7',h) and ¢ € T there is an attack ({a,,, a7, h},t) which is accompanied by
(t,a,,), (t,aZ,) in order to make the new attack symmetric. Obviously also the attacks (a,.,, aZ,),
(a?,,a},) are symmetric.
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We show that the translations is an acceptance-preserving translation separately for each of
the semantics. We follow the following scheme for each of the semantics o: firstly we will show
constructively that for any extension £ € o(SF) there exists an extension £’ € (SF") such that
E'NA = FE (“="). Secondly we will show that for each extension £’ € o(SF") the corresponding
extension ¥ = E' N Ais an extension £ € o(SF) (“<”).

1. Foro = cf:
“=": Let E € ¢f(SF). Then also E € c¢f(SF"), as there are no attacks between elements of
A that are added in the construction.
“<” Let E' € ¢f(SF)andlet E = E' N A. Then E € c¢f(SF), as there can be no attack
between arguments in A.

2. For 0 = adm:

“=>" Let E € adm(SF) and let £ = EU{a;, | r = (T,h),t € T,E g t}. By
construction we have £’ € ¢f(SF’). Assume towards contradiction some a € E’ is not
defended by F’, i.e. there is an attack (7,a) € R’ such that E’ v/ r T. This means either
a € A'\ Aora € A. In the first case we have a = a,., for some r = (T, h) € Rwitht € T
We have that a defends itself against the attack from af}t, the only remaining attack towards
a is from ¢. But since a € E’, by construction we have E — p t, which also means E’ >/ t,
so a is defended by FE’, which is a contradiction. In the second case we have a € A. Since
a € Fand E € adm(SF) we know that  is defended against all attacks in R, i.e. all attacks
from within A. But since the only active attacks towards a are from within A, we have that
a 1s defended, which is a contradiction.

“<”: Let E' € adm(SF') andlet E = E' N A. We know E € ¢f(SF). Let a € E and let
(T,a) € R be an attack towards a. Since E’ is admissible in SF’ we have E' —p T, i.e.
there is an attack (7”,t) € R’ such thatt € T'and 7" C E’. Since the only active attacks
towards ¢ are from within A, we also have that £/ —  t, which means « is defended by F in
SF.

3. For o = stb:
“=>" Let E € sth(SF) and let ' = {a;, | r = (T,h),t € T,t ¢ E}. We have E €
¢f(SF') by construction. Moreover, since E € stb(SF), by Lemma 1 we have A C E',
and by construction we have A"\ A C E}é‘?.
“<”: Let E' € stb(SF') and let E = E' N A. We know E € cf(SF), and, since £’ €
stb(SF’), by Lemma 1 we have A C E}.

4. For o = pref:
“=7" Let E € pref(SF) and let E' = {a,, | r = (T, h),t € T,E g t}. We already
know E’ € adm(SF’). Assume towards contradiction there is a set S’ € adm(SF") such
that S” O E', i.e. there is an argument a € A’ such that a € S”\ E’. This means either a € A
ora€ A\ A Let S =5 NA, weknow S € adm(SF). In the first case we would have
S D E, which is a contradiction to the assumption that S € pref(SF’). In the second case
wehavea € A"\ A,i.e.a = a;t (ora = ait, in which case the proof continues analogously)
for some r = (T,h) € Randt € T. Since a is attacked by ¢, in order to defend it we
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have S’ —x/ t. Since the only active attacks towards ¢ are from within A, there must be an
attack (7”,t) € R such that 7" C S’. We know E’ v/ t by construction, so there is an
argument b € A such thatb € S"\ F’, but since S € adm(SF) and S D E again we have a
contradiction to the assumption that S € pref(SF).

“<=": Let £ € pref(SF') andlet E = E' N A. We know E € adm(SF'). Assume towards
contradiction there is a set S € adm(SF) such that S D E. Let S’ = SU (E'\ E).
By construction we have S’ O E’. Moreover we have S’ € adm(SF'): assume towards
contradiction there is an argument a € S’ that is not defended by 5, i.e. there is an attack
(T,a) € R such that S’ v/»p T. We either have a € Aora € A"\ A. In the first case a
defends itself against attacks from A’ \ A, and it is defended against attacks from A, since
a € Sand S € adm(SF). In the second case we have a = a; , (or a = a’,, in which case the
proof continues analogously) for some » = (7, h) € R and t € T. We have that a defends
itself against the attack from a%t. It is also attacked from ¢, but we have S’ —p t: since
a € S anda € A"\ A Dby construction of S” we have a € E’, but since E’ € adm(SF’) we
have E’ + s t. The argument ¢ can only be actively attacked from within A (since there are
no other active attacks towards ¢ in R') and, hence, S’ + g/ t. This shows S’ € adm(SF"),
and since S” O E’ we have a contradiction to the assumption E’ € pref(SF").

. For o = stage:

“=>" Let E € stage(SF) and let £’ = {a}, | 7 = (T,h),t € T,t ¢ E}. We have
E' € ¢f(SF’) by construction. Assume towards contradiction there is a set S’ € c¢f(SF")
such that S, D E7. Let S = S" N A. We know S € ¢f(SF'). Moreover we have S5, O Ef,
by Lemma 1. S% D E means there is an argument a € S% \ E5. This means either
a€ Aora € A\ A. Since we have A’ \ A C S} by construction, the second option is
impossible. So there is an argument a € A such that a € S7; \ Efy/, butthen a € Sy \ Ef,
so S¥ D E?, which is a contradiction to our assumption E € stage(SF).

“<": Let E' € stage(SF') and let E = E' N A. We know E € ¢f(SF). Assume towards
contradiction there is a set S € ¢f(SF) such that S; D E. Let 8" = {a,, | r = (T, h),t €
T,t ¢ S}. We have S’ € ¢f(SF’) by construction. As before we have A’ \ A C Sj.
Moreover, by Lemma 1 we have Si N A D E)5 N A, so we have Sj D EJ5, which is a
contradiction to the assumption £’ € stage(SF").

. For o = sem:

“=>" Let £ € sem(SF) and let B/ = {a,, | 7 = (T, h),t € T, E —p t}. We already
know E’' € adm(SF’). Assume towards contradiction there is a set 5" € adm(SF") such
that S5 D Ef. Let S = SN A. We know S € adm(SF). Moreover by Lemma 1 we
have S5, D E. From Sy D E we know there is an argument a € A’ such that a € S/
but a ¢ E7,. This means either a € A ora € A"\ A. In the first case by Lemma 1 we
get S5 D E%, which is a contradiction to our assumption £ € sem(SF). In the second
case we have a = a%t (or a = a?,, in which case the proof continues analogously) for some
r = (T,h) € Randt € T. We have S’ —p t in order to defend a. But by construction
of £’ we have E' v/ t, hence, E v/ p t, but since S —p ¢t we have S§ D EF, which is a

contradiction to our assumption E € sem(SF').
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Table 4: The complexity for primal-symmetric SETAFs.

‘adm sth pref com grd stage sem
Cred, [NP-c NP-c  NP-c NPc inL ¥-c ¥f-
Skept, | trivial coNP-c M5-c inL inL M-c Nf-c

“<": Let E' € sem(SF') and let E = E' N A. We know E € adm(SF). Assume towards
contradiction there is a set S € adm(SF) such that S§ D Ej. Let 8" = {a}, | r =
(T,h),t € T,S g t}. By construction we have S’ € adm(SF’). By Lemma 1 we have
S NAD ER N A Moreover we have Si, N A'\ A D EjY N A"\ A: Assume otherwise,
i.e. there is an argument a € A"\ A such thata € E}5 \ Sj5. We have a = a; , (or a = a7,
in which case the proof continues analogously) for some » = (T, h) € Randt € T. We
either have a € £ ort € E'. In the first case in order to defend a we would have E’ — 5/ t.
The argument ¢ can only be attacked from within A, so we would also have S+ t and,
hence, S’ —p t, which means a € Sﬁ‘?, which is a contradiction. In the second case we
have t € E', which means t € Ef, so by assumption t € S, and then again by construction
a € Sp (either because ¢ € S’ or because S — g 1).

]

In the following we show that deciding whether an argument is in the grounded extension of a
primal-symmetric SETAF is doable efficiently, namely in L.

Lemma 3. Let SF = (A, R) be a primal-symmetric SETAF. Then an argument a € A is in the
grounded extension G iff a is not in the head of any attack, i.e. there is no attack (T, a) € R.

Proof. Consider the construction of G with the characteristic function Fgr. In the first step, ex-
actly the arguments that are not in the head of an attack are added (which concludes the “<"-
direction).

Now there are no arguments left that are defended by Fsr((): towards contradiction assume there
is an argument a that is defended by Fsz (), but not in it. There is at least one attack (7', a) € R,
otherwise a would be in Fsr()). In order to defend a we would have Fgr(0) — 5 T, i.e. there is
an attack (7", t) with 7" C Fgp(0) and t € T. But since SF is primal-symmetric there is another
attack (7”,e) € Rsuchthatt € 7" and e € 7", which is a contradiction, since the arguments in
Fsr(0) are not in the head of any attack. This means Fsr(0)) = Fgr(Fsr(0)), which concludes
the “="-direction. [l

To conclude the proof, the memberships of the respective problems follow from the respective
results for arbitrary SETAFs. By Lemma 2 we get the respective hardness results for Cred, and
Skept, for o € {adm, stb, pref, stage, sem}. The hardness of Cred,,, follows from the identity
Credeom = Credagy,. Finally, the L-membership of Credg,y, Skepteq, and Skept.,, follows from
Lemma 3. Summarizing the previous results we have the full complexity landscape for primal-
symmetric SETAFs.
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Figure 6: Illustration of SF; for a formula ¢ with Y = {y1,y2,y3,y4}, and C =
{{y17y27y3}7{g1>g2ag4)}7{g27§3>y4}}'

A.2 Proof of Theorem 5

First we will show that reasoning on the grounded extension is efficient, in particular we have that
the following lemma allows us to decide our reasoning problems w.r.t. grd semantics in L.

Lemma 4. Let SF' = (A, R) be a fully-symmetric SETAF. Then an argument a € A is in the
grounded extension G of SF iff it is not involved in any attack.

Proof. For the =--direction consider the construction of (G via the characteristic function Fsz. In
the first step, exactly the arguments that are not involved in any attacks are added. As every other
argument is now attacked (i.e. not defended by Fsx(()), a fix point is reached. The <-direction
follows from the definition of the grounded extension. 0

To show that reasoning w.rt. adm semantics has the full complexity in fully-symmetric
SETAFs, consider the following fully-symmetric variation of the standard reduction. For an il-
lustration of the next reduction see Figure 6.

Reduction 1. Let ¢ be a CNF-formula with a set of clauses C over propositional atoms Y. We
define SF) = (A', R'), where

A = {p}uCuYUY

R = {({c,¢},0), ({c,¢},0) [ c€ CYU{(y,9), (g,y) [y Y} U
{(: o), (c,y) |y €c,ce CYU{(7,0),(c,7) | g€ c,ce C}

The only changes to the standard reduction are some additional attacks in order to make the
SETAF fully-symmetric, and that the attacks between ¢ and arguments ¢ € C' are now self-attacks.
These attacks between ¢ and the arguments in C' are always inactive, which means ¢ cannot defend
itself against the attacks from the arguments in C'. This means  can only be in an admissible set,
if all ¢ € C are attacked by arguments y € Y and 3 € Y, which lets us construct a satisfying truth
assignment (see next lemma).

Lemma 5. Let ¢ be a CNF-formula with a set of clauses C' over propositional atoms Y. Then ¢
is satisfiable iff p is credulously accepted in SF ; w.r.t. adm semantics.
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Figure 7: Illustration of SF; for ¢ = VY3Zp(Y,Z) with Y = {yi1,y2}, Z = {z1,22}, and C =
Hy1,y2, 21}, {91, U2, 22) }, {¥2, 21, 22} }. Note that the attacks between ¢ and z € Z (and Z € Z re-
spectively) are of the form ({@, z}, 2), ({p, 2z}, @), {@, Z}, 2), and ({@, Z}, @) respectively, and overlay in
this illustration only in the interest of presentability.

Proof. First note that, as there can never be an active attack towards ¢ in SF é, no ¢ € C can be
defended against the attack from c and ¢, therefore no such c can be in an admissible set.

“=": Assume ¢ is satisfiable, i.e. there is a truth assignment Z such that Z F ¢. We can construct
an admissible set in the following way: let E = {o} U{y | y € Z}U{y | y € Y \Z}. E is conflict-
free by construction. Moreover note that, as £~ was constructed from a satisfying assignment, each
¢ € (C'is attacked, which means ¢ is defended against all attacks towards it, and also each y,y € F
is defended against the attacks from the arguments c. Finally, each of the arguments y,y € E
defends itself against the attack from its dual literal.

“«<": Assume there is an admissible set £ C A’ such that ¢ € E. In order to defend ¢ we have
E — g cforall ¢ € C. We have that for each y € Y, at most one of y and 7 is in E. Now let Z be
an interpretation such thaty € 7 < y € F fory € Y. We have 7 F ¢, as for each clause c at least
one of its literals attacks cin E. [

To further show that also reasoning w.r.t. pref semantics has the full complexity in fully-
symmetric SETAFs, consider the following fully-symmetric variation of the standard reduction
to show 5-hardness for Skept ... For an illustration of the next reduction see Figure 7.

Reduction 2. Let ¢ = VY IZC be a QBF? formula with sets of propositional atoms Y, Z and a
conjunctive formula o over a set of clauses C. We define SF? = (A', R'), where

A = A{p,p,IUuCUYUYUZUZ

R = {({e;v},0).({e. 9} 0) [ c € CYU{(y, 1), (7,
{(W, o), (c,y) |y € c,c€ CYU{(F,0),(c,7)
{(0,90), (@,9), {8, ¢}, 0), {@, '} )} U
{{z, 0}, 2), {2, 0}, 0), {7, 0}, 2), {7, 0}, 0) | z € Z}

Similar to Reduction 1, in Reduction 2 we add additional attacks in order to make the SETAF
fully-symmetric. As in the standard reduction for the FI2P -hardness of Skept,.s (cf. [10]) we have

y)lyeY} U
yec,ceC}t U
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that a Q BF? formula ¢ is true iff the argument ¢ is skeptically accepted w.r.t. pref semantics in
SF, qf (see next lemma). The attacks between the argument ¢ and the arguments z (or Z respec-
tively) are also self-attacks, because otherwise the arguments z (or z respectively) would defend
themselves against the attacks from ¢, while only ¢ should (actively) attack ¢. Moreover, we do
not want ¢ in an admissible set, but a self-loop (@, ¢) would make SFj redundant. To ensure ¢
is in no admissible set we introduce ¢, which would have to be attacked in order to defend ¢, but
this is impossible. We have that ¢’ is in a preferred extension iff ¢ is in the extension.

Lemma 6. Let ¢ = VY 3ZC be a QBF? formula with sets of propositional atoms Y and Z and a
conjunctive formula p over a set of clauses C. Then ¢ is true iff @ is skeptically accepted in S qu
W.r.L. pref semantics.

Proof. First note that the argument ¢ cannot be in an admissible set, as it is attacked by ¢ and
the only attack towards ¢’ is an inactive attacks. As with the previous reduction we have that no
argument ¢ € C' can be in an admissible set: the only active attack towards ¢ is from ¢, which is
in no admissible set.

“="": Assume ¢ is true, i.e. for every partial interpretation Zy C Y there is a partial interpretation
T, C Z such that Zy UZ; F . Note that each Zy- corresponds to an admissible set S = {y |
y € Iy} U{y | y € Y \ Iy}. Every admissible set £ € adm(SF) that has z € E for some
z € Z has to have ¢ € E in order to defend z against the attack from ¢. Now ¢ is in E iff the
arguments from Y UY U Z U Z attack all arguments ¢ € C, i.e. if the corresponding interpretation
Z=(ENY)U(FNZ)makes ¢ true. Since we assumed ¢ to be true, we know that for each
partial assignment Zy (and, hence, for each admissible set) there is such a partial assignment Z,
therefore ¢ is in every preferred extension of SF’ ;

“<": Assume ¢ is in every preferred extension of SF, qf As we know each partial assignment
Zy C Y corresponds to an admissible set S in SF’ g and for each admissible set S there is an
extension £ € pref(SFj) such that £ O S, and since we know ¢ can only be in an admissible
set £ is the corresponding interpretation Z = (ENY) U (E N Z) makes ¢ true, we get that for
each such partial assignment Zy there is an assignment Z, C Z such that Zy UZ, F ¢, i.e. ¢ is
true. [

Already we have all information to pinpoint the complexity of reasoning in fully-symmetric
SETAFs. The membership for Cred, for o € {cf,adm, stb, pref, com, stage, sem} follows from
the general case, likewise the membership for Skept, for o € {stb,pref, stage,sem} follows
from the general case. The L-membership for Cred,,, follows from Lemma 4, from the iden-
tity Credgq = Skeptgq = Skept.,, we get the respective membership proofs for Skept,,; and
Skept .om. The problems Cred,, and Skept, for o € {stb, stage, sem} already have their full hard-
ness for symmetric AFs allowing self-attacks (see [10]). The NP-hardness of Cred,, follows
from Lemma 5, then the hardness of Cred,,, and Cred,., immediately follow by the identity
Credagm = Credeom = Credy,. Finally, the I_I2P -hardness of Skept,,.s follows from Lemma 6.
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Table 5: The complexity for redundancy-free self-attack-free fully-symmetric SETAFs.

‘adm stb  pref com grd stage sem

Cred, |trivial trivial trivial trivial in L trivial trivial
Skept, |trivial inL  inL inL inL inL inL

A.3 Proof of Theorem 6

Lemma 7. Let SF = (A, R) be a self-attack-free, fully-symmetric SETAF. Then we have
naive(SF) = stb(SF).

Proof. We know that every stable extension is naive, it remains to show that for self-attack-free,
fully-symmetric SETAFs every naive extension is stable. Towards contradiction assume there is
a naive extension £ € naive(SF) such that there is an argument a € A\ Ef. Since F is
a naive extension, we have that £ U {a} is not conflict-free, i.e. there is an attack (7',b) with
TU{b} C EU{a}. As SF is fully symmetric we then also have an attack ((7°U {b}) \ {a}, a).
But then we have that « € E&, which is a contradiction. O

This suffices to establish the complexity of reasoning in self-attack-free fully-symmetric
SETAFs for the semantics under our consideration: since there are no self-attacks, for every ar-
gument a the set {a} is conflict-free, which means Cred is trivially true. Moreover, since for
every conflict-free set S there is a naive extension £ with £ C S this carries over to Cred, .
As by Lemma 7 we have that naive(SF') = stb(SF'), we know that also stb(SF') = stage(SF) =
sem(SF') for any self-attack-free fully-symmetric SETAF SF, since there is always at least one
naive extension. Likewise we get Credy, = Credygge = Creds.,. As every stable extension is
admissible, preferred, and complete, this also carries over to Credagm, Credyyf, and Credqp.

Now by Lemma 4 we get that it suffices to check whether an argument is involved in any attack
to know if it is in the grounded extension, hence, the problems Cred,,q, Skepty, and Skept on
are in L.

Now note that since for every attack (7',h) the set T is conflict-free (as the SETAF is
redundancy-free there cannot be an attack within 7'), we can construct a naive extension £ such
that an arbitrary argument a that is involved in at least one attack is not in £. Hence, to decide
Skept, for o € {naive, stb, pref, stage, sem} it also suffices to check whether an argument is in-
volved in any attack, which can be done in L. The results are summarized in Table 5.

A.4 Proof of Theorem 7

The proof of this theorem mainly concerns the correctness and completeness of Algorithm 1. Let
SF = (A, R) be a SETAF with a partitioning (Y, Z). As in the algorithm for AFs [6], our adapta-
tion iteratively removes arguments that cannot be defended. This algorithm has to be executed for
both the set Y and the set Z to get all credulously accepted arguments of a SETAF SF'. Assume we
start with Y. In step 6 of the i-th iteration of the of the algorithm we remove every argument y that
is attacked via an attack (Z',y) (as SF is primal-bipartite Z’ must be a subset of ) such that there
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are no defenders against the attack left, i.e. no z € Z’ is attacked by a subset of the arguments left
in Y;_1. In step 7 we remove all attacks that origin from already removed arguments; they cannot
be part of a defending attack. More formally, the correctness and completeness of Algorithm 1 is
shown in the following.

Lemma 8 (cf.[6]). Let SF = (A, R) be a primal-bipartite SETAF with a partitioning (Y, Z), then
an argument a € Y is credulously accepted w.r.t. pref semantics iff it is in the set returned by
Algorithm 1.

Moreover the set returned by Algorithm 1 is admissible in SF.

Proof. “=": We will show inductively that for every iteration of the algorithm the arguments that
are removed in step 6 are not defensible and the attacks that are removed in step 7 cannot be part
of a defending attack. For the first iteration this is the case, as we construct Y; by only removing
those arguments y € Y from Y that are attacked by an attack (7', y) on which no counter-attack
exists. Moreover we remove all attacks (Y’ z) towards arguments z € Z such that for one of the
arguments 3’ € Y’ we already showed it is not defensible, as they cannot defend any argument
in an admissible set. Likewise, assuming this property holds for the ¢ — 1-th iteration, in the i-th
iteration we only remove arguments that are not defensible and attacks that cannot play a role in
admissible sets.

Assume towards contradiction an argument y € Y is credulously accepted, but not in the set S
that is returned by the algorithm. This means at some iteration ¢ the argument y is removed, but,
as established, this means it is not defensible, which is a contradiction to the assumption is it
credulously accepted.

“«<": Let S be the set that is returned by the algorithm. Assume we have x € .S for some argument
z €Y. Aswehave S C Y, we know S is conflict-free in SF'. Moreover we know that S defends
x: towards contradiction assume otherwise, i.e. there is an attack (7', x) towards x such that S does
not attack Z’. But then x would be removed in step 6, which is a contradiction to the assumption
thatx € S. O

Algorithm 1 runs in polynomial time: there can be at most |Y'| iterations; step 6 is efficient, as
all involved sets are bounded by the number of attacks and the number of arguments involved in
an attack; step 7 is also efficient, as it suffices to check for every attack towards arguments z € Z.

Note that by symmetry this algorithm also works for arguments z € Z such that it is sufficient
to compute all credulously accepted arguments of a primal-bipartite SETAF SF'. Hence, Cred,.
is P-easy for this subclass. We will now show that this result carries over to other semantics under
our consideration. We know that primal-bipartite SETAFs have no odd-cycles, and therefore are
coherent, which implies pref(SF') = stb(SF). Note that as there always is at least one preferred
extension there also always is a stable extension, which further implies stb(SF) = sem(SF) =
stage(SF). The following lemma also holds for AFs (see [24]).

Lemma 9. Let SF' = (A, R) be a SETAF with pref(SF') = stb(SF'). Then an argument a € A
is skeptically accepted w.r.t. pref semantics iff for every attack (T,a) € R towards a we have that
T & E for every preferred extension E € pref(SF).

23



Proof. “=": Assume an argument a € A is in every preferred extension of SF and let (T, a) be an
arbitrary attack towards a. Then 7" cannot be a subset of any preferred extension £, as we would
have T'U {a} C E, which is not conflict-free.

“«<": Assume in every extension £ € pref(SF') we have for every attack (7', a) towards a that
T ¢ E. This means for every attack there is some ¢ € T such that ¢t ¢ F. But as F is stable by
assumption, this means ¢ is attacked, and, hence, a is defended against all attacks. O]

By a result of [6] we know that even for bipartite AFs F' = (A, R) with a partitioning (Y, Z)
it is NP-complete to decide for sets S C A if the arguments are jointly credulously accepted w.r.t.
pref semantics. This hardness-result carries over to SETAFs. However, if we restrict the problem to
deciding whether a set S C Y is jointly credulously accepted, this problem becomes P-easy even
for SETAFs, as this is the case iff every single argument a € S is credulously accepted, which we
established can be decided in polynomial time with Algorithm 1.

Lemma 10. Let SF' = (A, R) be a primal-bipartite SETAF with a partitioning (Y, Z). Then for
any set Y' C Y there is a preferred extension EE D Y’ iff every argument iy’ € Y’ is credulously
accepted w.r.t. pref semantics.

Proof. By Lemma 8 we have that an argument a € Y is credulously accepted w.r.t. pref semantics
iff it is in the set S returned by Algorithm 1, and we have S € adm(SF'). This means that all
credulously accepted arguments a € Y are also jointly credulously accepted in SF', which also
means that every subset Y’ C Y that consists only of credulously accepted arguments is jointly
credulously accepted w.r.t. adm, which in turn means they are jointly credulously accepted w.r.t.
pref semantics, as every admissible set is part of a subset-maximal admissible set. U

Again, by symmetry, this result also applies for sets Z’ C Z. The respective hardness proofs
follow from the hardness of bipartite AFs. As already established, Algorithm 1 can be used to
efficiently (namely, in polynomial time) compute the set of credulously accepted arguments w.r.t.
pref semantics, which carries over to com and adm, and as primal-bipartite SETAFs are coherent
and preferred and stable semantics coincide, also to stb, stage, and sem. For the P-membership
of Skept, for o € {stb, pref, stage, sem} we use the same identity sth(SF) = pref(SF) =
stage(SF') = sem(SF), and note that to check if an argument a € A is skeptically accepted w.r.t.
pref semantics by Lemma 9 we know that it suffices to check if for every attack (7, a) towards a
the set 7" is jointly credulously accepted, which, by Lemma 10, can be done in polynomial time,
as it suffices to check if every argument in 7" is credulously accepted. Finally, the L membership
of Skept,aive follows from the general case, and the trivial results for C'red,s and Cred g, follow
from the fact that every primal-bipartite SETAF has no self-loops (i.e. every argument a € A is in
the conflict-free set {a}, and, hence, in a naive extension). The results are summarized in Table 6

A.5 Proof of Theorem 8

We will show that we can translate every SETAF SF into a 2-colorable SETAF T'r(SF') with an
acceptance-preserving translation 7'r. This holds for the semantics o € {stb, pref, com, grd, sem}.
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Table 6: The complexity of primal-bipartite SETAFs.

‘adm stb pref com grd stage sem
Cred, |P-c P-c P-c P-¢c P-c P-c P-c
Skept, |trivial P-c P-c P-c P-c P-c P-c

To this end we use a translation where we add two fresh arguments as another attacker to the tail
of every attack. This is captured by translation 7'r,.

Translation 2. Let SF' = (A, R) be a SETAF. The SETAF translation T'rs is defined as Tro(SF) =
(A', R) with

A = Au{a,a;},

R = {(T'U{ag, a;},h) | (T,h) € R}

This translation is efficient. It remains to show that 7’75 is acceptance-preserving.

Lemma 11. The SETAF-translation T'ry is acceptance preserving for o = o with o € {stb, pref,
com, grd, sem} such that Try(SF') is 2-colorable for every SETAF SF.

Proof. We have that the fresh arguments a, a; are not attacked and, hence, in the grounded ex-
tension, and as every o-extension contains the grounded extension, they are skeptically accepted
w.r.t. 0. Moreover, for any set S C A it holds that S € o(SF) iff S’ = (S U {a},a;}) € o(SF'),
which can easily be seen for each of the semantics in question. Furthermore, as a, and a; are part
of every attack, every partitioning (Y, Z) with o € Y and a} € Z is a valid 2-coloring. 0

Note that this translation does not work as a reduction for semantics based on conflict-free sets,
as for every attack (7', h) in the translation the set 7'U {h} is conflict-free. To show the hardness of
our reasoning tasks for stage semantics we introduce another reduction from the M5-hard Q BF?
problem, such that the constructed SETAF is always 2-colorable. For an illustration of SFy see
Figure 8.

Reduction 3. Let ® = VY 3ZC be a QBF2-formula with at least 2 clauses where in each clause
at least one positive and at least one negative literal occurs, consisting of a set of clauses C' over
sets of propositional atoms Y and Z. We define the SETAF SF = (A, R), where

A ={p, @, ¢,0,¢",0"}UCUYUYUZUZ U
W' " v, 99" |y e Y},

R = {(z,z),(z,z) |z eYUZ}U{({z |z €ctU{z |z €c},c)|ceC} U
{{clceCh @), (@, 9), (@ 9),(p,0)} U
{He, ' 1¢"), e, @1 0"), ({01 "), ({7 @™ 1 ™)} U
{{y, v}y, Qv b v™) Q" v "), "y y") lye Y} U
{{o.v}9"), (oo} 9", Q" 9"V 0", Q" 9" 7") [y e Y
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Figure 8: Illustration of SFy for ® = VYY3Zp(Y,Z) with Y = {y1,y2}, Z = {z1,22}, and ¢ =
{{y1,92, 21}, {01, y2, 22) }, {y2, 21, 22} }. The coloring of the arguments corresponds to a possible parti-
tioning that shows the 2-colorability of SFy’, i.e. we have that no attack is monochromatic.

We have (as we will show in Lemma 13) that arguments ¢’ and ¢’ are in every stage extension,
and the arguments 3" and y"” (or iy’ and 3" respectively) cannot be in a conflict-free set together,
so the only way to have both in the range of a stage extension is to have y (or § respectively) in this
extension. This way every combination of arguments from Y and Y (that correspond to a partial
interpretation over variables Y') is in an incomparable stage extension.

Itis not immediate why S}’ is always 2-colorable; for this we need to have for each clause ¢ €
C' to have at least one positive and at least one negative literal, as otherwise this partitioning could
produce a monochromatic edge (i.e. an edge such that all involved arguments are in just one of Y
or Z). Moreover we assume there are at least two clauses; these two constraints do not affect the
hardness of the Q BF? problem. Consider a partitioning (A4, B) where A = ({c,, ¢, ¢, ¢, ¢"} U
{.v,y" 9" lyeYiu{z]ze Z})and B = ({c|c € C\{c}} U{p, "} U{y, 7, 7" " |
y € YUA{z | z € Z} U {¢"}), where ¢, is an arbitrary clause. Then one can check that
(A, B) is a partitioning such that SFy is 2-colorable (the coloring in Figure 8 corresponds to such
a partitioning).

The following proof follows the structure of [9].

Lemma 12. Let ® be a QBFE? formula and let SFY = (A, R), then for every extension E €
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stage(SFY) we have {¢", "} € E, {y",y"} € E, and {j", 4"} € E for eachy € Y. Moreover
we have x € E iff &t & E foreachx € Y U Z U {p}.

Proof. The first statement immediately follows from the fact that £ is conflict-free. Moreover
we have that at at least one of x and 7 is in E: towards contradiction assume otherwise, i.e.
{z, 2} NE =0.1f v = p, then E' = E U {p} is conflict-free with )Y D EY. If v € Y U Z, then
E' = (E\{c|ce C, thereissome (T, c) € Rsuchthat 7' C FU{xz}}U{z} is conflict-free with
E¥ D E}. By conflict-freeness we also have that at most one of z and Z is in F. 0

Lemma 13. Let ® be a QBF? formula and let SFy = (A, R), then {2’ | x e YUY U{p}} C E
for every E € stage(SEY).

Proof. Towards contradiction assume E € stage(SFy) and 2/ ¢ F forsome z € Y UY U {p},
then we have E' = (E U {z'}) \ {2", 2"} € ¢f(SFy) with E/Y D Ej,, which is a contradiction to
the assumption E € stage(SFy). O

Lemma 14. Let ® be a QBF? formula and let SEY = (A, R), then  is in every stage extension
iff @ is true.

Proof. “=": Assume ® is false, we show that then there is an extension E € stage(SFy) such
that p ¢ E. As ® is false, there is a partial interpretation /y- such that for each partial interpretation
17 we have that at least one clause is not true, i.e. in the corresponding set of arguments at least one
argument ¢ € C'is attacked. As by Lemma 12 and since ¢’ is not attacked, the only way to have
{v',y" |y € Iy} U{@'} C E} is if we also have @' € F, we know that such a stage extension F
with ¢’ € E exists, but this extension can only have ¢ ¢ F.

“«<": Assume O is true, and let, towards contradiction, £ € stage(SFf ) with ¢ ¢ E. We know
that for each partial interpretation [y there is a partial interpretation [, such that Iy U I; makes ¢
true. Let [y = EENY and let Iz be such a partial interpretation such that 7y U I, makes ¢ true.
Moreoverlet ' = Iy U, U{Z |z € (YUZ)\ (IyUI,)}UCU(EN(YUY"UY"”UY'U
Y"UY") U {p,¢'}. One can check that £’ is conflict-free in SFy, also we have E)Y D EF:
by construction the ranges of £’ and F coincide on all arguments but arguments ¢ € C' and on the
arguments ¢” and ¢, where we have C' C E'¥ and {¢", 9"} C E, but {¢”,¢"} € E%. This
is a contradiction to the assumption E € stage(SFy ). O

These results give us the complexity landscape for 2-colorable SETAFs: they have the
full complexity, i.e. 2-colorability does not allow us to reason more efficiently. The member-
ship follows from the general case. We obtain the hardness for Cred, and for Skept, with
o € {stb, pref,com, grd, sem} by Lemma 11. The hardness of Cred,, follows from the iden-
tity Credyam = Credyys. The hardness of Credyqq. follows from Lemma 14, likewise the hardness
of Skeptiag. follows from Lemma 14 and the fact that by Lemma 12 we then have ¢ is in every
extension E € stage(SFy) iff ® is false.
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Table 7: The complexity of 2-colorable SETAFs.

‘aa’m sth pref com grd stage sem
Cred, [NP-c NP-c  NP-c NP-c P-c ¥§-¢ ¥
Skept, | trivial coNP-c ME-c P-c  P-c NS-c Mb-c
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