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Abstract. Dynamic programming on tree decompositions is a well-studied approach for solving computationally hard problems efficiently – given that the input exhibits small treewidth. Usually, implementations rely on tables for storing information, and algorithms specify how tuples are manipulated during traversal of the decomposition. However, a bottleneck of such table-based algorithms is relatively high memory consumption. Binary Decision Diagrams (BDDs) and related concepts have been shown to be very well suited to store information efficiently.

In this report we illustrate BDD-based dynamic programming on tree decompositions. We first show algorithms for several well-known NP-complete problems that are fixed-parameter tractable w.r.t treewidth. These algorithms are specified on a logical level in form of set-based formula manipulation operations that are executed directly on the underlying BDD data structure.

We then extend our approach to Quantified Boolean Formula (QBF) solving. Since the corresponding decision problem (QSAT) is PSPACE-complete, we require additional machinery. The data structure is extended to nestings of BDDs, which account for quantifier alternations of the QBF instance. Additionally, several algorithm optimizations, including heuristic data structure compression, delayed variable removal and intermediate unsatisfiability checks, are introduced. We develop the prototypical QBF solver dynQBF, that shows to be useful in practice for instances with few quantifier alternations and where the treewidth of the propositional formula does not exceed 50. Compared to state-of-the-art solvers, our system performs well on 2-QBF instances, and we even identify classes of instances that are uniquely solved by dynQBF.
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1 Introduction

An important task in computer science is to develop efficient procedures for processing large amounts of data. This imposes a great challenge, in particular for problems that are known to be intractable. One approach, that emerged from the field of parameterized complexity [43], is to analyze the problem at hand, and to identify parameters that are responsible for its hardness. Then, a dedicated algorithm is designed, that aims at exploiting those parameters. Given such a parameter $p$, many intractable problems can be solved in polynomial time, assuming that $p$ is a fixed constant. In particular, the complexity class $\text{FPT}$ contains problems that are solvable in time $f(p) \cdot n^{O(1)}$, where $f$ is a computable function, $p$ is the parameter, and $n$ is the input size. Here, the runtime might be exponential in $p$, but it is only polynomial in $n$. Hence, even large amounts of data can be handled. In practice, the goal is to design algorithms that solve the problem efficiently, given that the parameter is rather small. Parameters can, for instance, be related to restrictions of (parts of) the input, the solution size, or the structure of the input. Here, we consider the parameter treewidth, which is defined on the tree decomposition [94] of the graph representation of the input. A tree decomposition is a mapping from a graph to a tree that splits the instance into smaller parts, thereby taking into account its structure. Roughly speaking, treewidth measures the “tree-likeness” of the input. Using treewidth as a parameter emerged from the observation that many problems are easier to be solved on trees than they are on arbitrary graphs. Additionally, real-world data usually is not random but exhibits certain structure (consider, for instance, railway networks or friendship relations in social networks).

Courcelle showed that every problem that is definable in monadic second-order logic (MSO) is fixed-parameter tractable with respect to treewidth [37]. There, the problem is solved via translation to a finite tree automaton (FTA). However, the algorithms resulting from such “MSO-to-FTA” translations are oftentimes impractical due to large constants [87]. One approach to overcome this problem is to develop dedicated algorithms for the problems at hand. These algorithms usually apply dynamic programming (DP) over the tree decomposition (see, e.g., [40] for a comprehensive introduction and examples). Several general systems are readily available, including Sequoia [68] and D-FLAT [1]. Additionally, there exist problem-tailored implementations, e.g. for the area of abstract argumentation [30], Answer Set Programming [49, 84] or bio-informatics [98]. In this work, we extend this promising research area, and push it towards Quantified Boolean Formula (QBF) solving.

Despite continuous progress, both from a conceptual perspective as well as practical realizations, state-of-the-art systems still exhibit certain shortcomings. One major advantage of Sequoia is its capability to directly evaluate a given MSO formula by internal execution of a DP algorithm. D-FLAT allows one to declaratively specify the DP algorithm, and is hence particularly useful for the prototypical implementation of novel algorithms. However, their execution is still quite resource-intensive, a problem that has been addressed for instance in D-FLAT by a novel approach for anytime computations [20] or by providing optimized support for problems that require subset minimization [19]. Other proposed solutions include special heuristics [15] or reducing the number of simultaneously stored information [7].
Our approach, however, is different, as we want to explicitly tackle the problem of high memory demand by optimizing the data structure that is used for storing intermediate results during the dynamic programming. Additionally, the data structure should give significant advantages in runtime performance. To this end, Binary Decision Diagrams (BDDs) [28] are explored as a suitable substitution of simple tables (see e.g. [87]). A BDD is a data structure that represents models of a Boolean formula in form of a rooted directed acyclic graph (DAG). By omitting redundancies in the DAG, the models can usually be stored in a compact way. BDDs have undergone decades of research and are a well-established concept used, e.g., in model-checking [80], planning [65] and software verification [16].

Overall, our goal is to first elaborate on a novel concept of BDD-based dynamic programming on tree decompositions. Ultimately, we consider the problem of QBF satisfiability checking (QSAT), which is PSPACE-complete [99]. QBFs are a powerful tool to compactly encode many computationally hard problems, which makes them amenable to several application fields where highly complex tasks emerge, e.g. planning, verification, and many more. Most of today’s QBF solvers rely on extending the DPLL/CDCL procedures (see e.g. [77]), but also alternative methods based on Binary Decision Diagrams (BDDs) [88] or abstraction-refinement [61] proved successful. Here we want to develop a QBF solver that uses our novel techniques for combined dynamic programming on tree decompositions and BDD-based solving. In our approach nestings of BDDs are to be used to account for quantifier alternations in the QBF instance. We deem BDDs suitable since (1) they allow for a compact representation of (partial) assignments to the QBF; and (2) BDDs are canonical in the sense that equivalent formulas are represented by identical BDDs; thus in order to keep our data structure compact, explicit tests for duplicates are not needed. Our motivation is to develop a novel method for QBF solving that has not been considered yet.

In summary, we tackle the imminent problem of performance shortcomings in state-of-the-art systems that implement dynamic programming on tree decompositions. To this end, the question is how (classically used) tables can be replaced by BDDs. Since BDDs compactly represent Boolean formulae, also the algorithms are to be specified on a logical level, and implications (advantages as well as disadvantages) are to be studied. A particular focus is on QBF solving, following the aforementioned paradigm. For several logical problems, e.g. SAT [96] and CSP [95], such treewidth-based algorithms have already been presented in the literature. For QBF solving, approaches based on treewidth have been developed in [90]. There, the algorithms use BDDs or Zero-suppressed Decision Diagrams (ZDDs). However, in contrast to our approach, they proceed by eliminating the variables from inside out (w.r.t. to the quantification level). Additionally, in [92] a QBF solver that combines search and resolution-based approaches is presented. There, structural parameters of the input are taken into account to decide how to proceed in the solving process. Here, our goal is to develop an alternative QBF solving procedure, that combines dynamic programming on tree decompositions with BDDs. Furthermore, current QBF solvers implement sophisticated optimization strategies. We want to identify existing strategies that are suitable for our approach. Additionally, our approach paves the way for novel optimization strategies during the tree decomposition traversal, which are to be investigated. Our task is to
develop a system that is competitive with state-of-the-art QBF solvers, thus showing that our approach can be indeed superior to classical approaches on instances that exhibit low treewidth. Thereby, new insights into QBF solving shall be gained.

In Section 3, we introduce BDD-based dynamic programming on tree decompositions. In particular, we provide logic-based algorithm specifications for several NP-complete problems that are fixed-parameter tractable w.r.t. treewidth. These problems impose different challenges to the algorithm designer:

- **3-Colorability**: Once set, the truth value of all variables in the BDDs remains fixed.
- **Directed Independent Dominating Set**: We additionally have to handle variables with changing truth value (during the dynamic programming, vertices become dominated).
- **Hamiltonian Cycle**: Connectedness has to be handled in the DP algorithm.

In Section 4, a novel algorithm for QBF solving of instances in prenex CNF (PCNF) form is presented. The data structure to be used contains (nested) sets of BDDs. The size of each BDD is bounded by the width of the used decomposition, and the overall number of BDDs required in each decomposition node is bounded by the width and by the number of quantifiers in the instance. Thus, the runtime depends exponentially on the structural parameters instead of the size of the formula. In Section 4.4, we introduce several optimizations for the developed algorithm that are crucial for its performance. The approach is implemented in the dynQBF system. In Section 5, we provide an experimental evaluation which indicates that our method already performs well on QBFs with one quantifier alternation, while for QBFs with a higher number of alternations our system does not reach the performance of state-of-the-art tools yet. However, we encountered several instances that our solver was able to solve, but where others (we compared our system with DepQBF, RAReQS, and EBD-DRES) ran into a timeout. Our method gives rise to several directions of advancements, such as QBF-tailored tree decomposition heuristics and width-reducing preprocessing.

Substantial parts of this report are based on papers published at LPNMR’15 [32] and QBF’16 [33].

## 2 Preliminaries

In this section, we introduce tree decompositions and give account to the structural parameter treewidth. Furthermore, we define Binary Decision Diagrams (BDDs), that serve as the key ingredient for our dynamic-programming based algorithms over the tree decompositions. Additionally, we review state-of-the-art tree decomposition-based systems and study their specifics.
2.1 Overview

In the area of parameterized complexity one considers the complexity of the problem at hand with respect to certain parameters of the input or output. The idea is that many hard problems become tractable in case the parameters are bounded by a fixed constant. The complexity class \( \text{FPT} \) comprises of problems that are solvable in time \( f(p) \cdot n^{O(1)} \), where \( p \) is a (fixed) parameter, \( f \) is a computable function with a runtime that is only dependent on \( p \), and \( n \) is the input size of the problem. Observe that here the explosion in runtime is confined to \( p \) instead of the input size. In case \( p \) is small, the problem can be solved efficiently, despite a potentially large input size. For problems that are represented as graphs, “obvious” parameters include the number of vertices or edges in the input, or the solution size. Furthermore, there exist several parameters that describe the structure of the graph, such as minimum and maximum degree, connectivity, cliquewidth, branchwidth, pathwidth or treewidth (for a survey on width parameters, see \cite{59}). The latter will be exploited in this work.

2.2 Tree Decompositions and Treewidth

Many computationally hard problems, where the input is represented in form of a graph, become tractable when the input graph forms a tree. One approach to exploit this is the notion of tree decompositions (TDs), which were originally introduced in 1984 in \cite{94}. Similar notations appeared already earlier, see, e.g., \cite{14, 58}. A tree decomposition is a mapping from an (arbitrary) graph to a tree, where each node in the tree decomposition can contain several vertices of the original graph (called the node’s bag).

Definition 1. A tree decomposition of an arbitrary graph \( G = (V, E) \) is defined as a pair \( T = (T, \text{bag}_T) \) where \( T = (N, F) \) is a (rooted) tree with nodes \( N \) and edges \( F \), and \( \text{bag}_T : N \rightarrow 2^V \) assigns to each node a set of vertices, such that the following conditions are met:

1. For every \( v \in V \), there exists a node \( n \in N \) such that \( v \in \text{bag}_T(n) \).
2. For every edge \( e \in E \), there exists a node \( n \in N \) such that \( e \subseteq \text{bag}_T(n) \).
3. For every \( v \in V \), the subtree of \( T \) induced by \( \{ n \in N \mid v \in \text{bag}_T(n) \} \) is connected.

Intuitively, Condition 1 and 2 guarantee that the whole input graph is covered by the tree decomposition, and Condition 3 is the connectedness property, which, roughly speaking, states that a vertex cannot “reappear” in unconnected parts (w.r.t. to the bag contents) of the decomposition.

The width of \( T \) is defined as \( \max_{n \in N} |\text{bag}_T(n)| - 1 \). The treewidth of a graph is the minimum width over all its tree decompositions. Treewidth is a measurement of the “tree-likeness” of a graph: the smaller the treewidth, the easier the problem becomes to solve, with trees having a treewidth of one. Although, given a graph and an integer \( k \), deciding whether the graph has at most treewidth \( k \) is NP-complete \cite{4}, the problem itself is in FPT.
when $k$ is considered as parameter. Furthermore, there are heuristics that give “good” tree decompositions in polynomial time \cite{25,41,42}.

In this work we will consider several normalization types of tree decompositions. A tree decomposition can be transformed into a (weakly) normalized one in linear time \cite{67}.

**Definition 2.** A tree decomposition $T = (T, \text{bag}_T)$ with $T = (N, F)$ is weakly normalized if each node $n \in N$ is of one of the following types:

- **join node:** $n$ has children $n_1, \ldots, n_m$ such that $m \geq 2$, and $\text{bag}_T(n) = \text{bag}_T(n_1) = \cdots = \text{bag}_T(n_m)$ holds.
- **exchange node:** $n$ has exactly one child $n_1$, such that $\text{bag}_T(n) \neq \text{bag}_T(n_1)$.
- **leaf node:** $n$ has no children.

**Definition 3.** A tree decomposition $T = (T, \text{bag}_T)$ with $T = (N, F)$ is normalized (or nice) if each node $n \in N$ is of one of the following types:

- **join node:** $n$ has exactly two children $n_1$ and $n_2$, and $\text{bag}_T(n) = \text{bag}_T(n_1) = \text{bag}_T(n_2)$.
- **introduction node:** $n$ has exactly one child $n_1$, such that $\text{bag}_T(n) = \text{bag}_T(n_1) \cup \{x\}$ with $x \notin \text{bag}_T(n_1)$.
- **removal node:** $n$ has exactly one child $n_1$, such that $\text{bag}_T(n) = \text{bag}_T(n_1) \setminus \{x\}$ with $x \in \text{bag}_T(n_1)$.
- **leaf node:** $n$ has no children.

In the root node $r$ of $T$ we have $\text{bag}_T(r) = \{}$.

In this work, normalization types are merely used to provide a more succinct and readable representation of our algorithms, but could be easily transformed to algorithms for non-normalized tree decompositions. Furthermore, note that join nodes are defined differently in weakly normalized and normalized tree decompositions. The node type to be considered will be made clear from the context.

**Example 1.** Figure\cite{7} shows an example graph $G$ and a possible tree decompositions $T$ of $G$. The different normalization types are illustrated by means of $T_w$ (weakly normalized) and $T_n$ (normalized). The tree decompositions have a width of 2, which corresponds to the optimal width (i.e., the treewidth) of $G$.

Given a tree decomposition $T = (T, \text{bag}_T)$ with $T = (N, F)$, for a tree decomposition node $n \in N$ we denote its set of children in $T$ by $\text{children}_T(n)$. In order to iterate over the children, we specify $\text{firstChild}_T(n)$ and $\text{nextChild}_T(n)$ as procedures to access the children, and $\text{hasNextChild}_T(n)$ to check whether further children exist. $\text{isLeaf}_T(n)$ returns true if $n$ has no children, introduction (removal) nodes are tested by
Figure 1: Example graph $G$, tree decomposition $\mathcal{T}$, weakly-normalized tree decomposition $\mathcal{T}_w$ and normalized tree decomposition $\mathcal{T}_n$.

isIntroduction$_\mathcal{T}(n)$ (isRemoval$_\mathcal{T}(n)$). Exchange nodes are tested with isExchange$_\mathcal{T}(n)$. For nodes with more than one child, isJoin$_\mathcal{T}(n)$ returns true. For a node $n$ with single child node $n_1$, we denote by introduced$_\mathcal{T}(n) = \text{bag}\mathcal{T}(n) \setminus \text{bag}\mathcal{T}(n_1)$ the variables introduced in $n$; and removed$_\mathcal{T}(n) = \text{bag}\mathcal{T}(n_1) \setminus \text{bag}\mathcal{T}(n)$ gives the variables removed in $n$. Furthermore, edges of a graph instance $G = (V,E)$ are related to nodes in the tree decomposition by $edges_{\mathcal{T},G}(n) = \{e \mid e \in E, e \subseteq \text{bag}\mathcal{T}(n)\}$. For improved readability, we will usually omit subscript $\mathcal{T}$ and $G$.

2.3 Dynamic Programming on Tree Decompositions: State of the Art

The famous theorem by Courcelle in 1990 (see [37]), stating that any problem definable in Monadic Second-Order logic (MSO) can be solved in linear time on graphs with bounded treewidth, provides an important theoretical basis for today’s tree decomposition-based approaches. MSO is an extension to First-Order logic (FO), where not only quantification over objects, but also over sets of objects is allowed. In [5], the theorem is extended to a large class of decision, counting and optimization problems. There, an additional function can be provided along with the MSO formula to evaluate the solutions to the formula. The proof of Courcelle’s theorem is based on the translation of an MSO formula to a suitable finite-state tree automaton (FTA). A software that follows this approach is called MONA [66]. It implements particular algorithms for minimizing the finite-state automata that use BDDs. However, in general it was observed that a direct implementation following the proof of Courcelle’s theorem is oftentimes impractical, since there are large constants involved resulting
in space explosion, even for instances of small treewidth, see [87]. This calls for a second step, in which problem-specific algorithms with improved efficiency are to be developed [87]. Other authors provide similar arguments, see, e.g., [56,57].

A vast amount of dedicated algorithms was developed in recent years. Most of today’s algorithms are based on dynamic programming (DP) and follow the concepts presented in [6]. A prominent representative is the system SEQUOIA [68,71], that solves a given MSO formula via dynamic programming over an internally constructed tree decomposition. It follows a game-theoretic approach, and avoids the space-explosion that usually emerges during the expensive power-set construction in automata-based approaches. Since the tool can evaluate MSO formulae directly, it is quite expressive and easy to use. However, it does not give control over the applied dynamic programming algorithm. The D-FLAT system [1] allows one to specify the dynamic programming algorithm in the declarative language of answer-set programming [27,53]. Hence, the algorithm developer can take problem-specific shortcuts into account, despite, of course, a new dynamic programming algorithm has to be designed for every problem separately. The algorithm is then executed on the internally constructed tree decomposition. It was shown that the tool can solve any MSO-definable problem in fpt time as stated in Courcelle’s theorem [21].

Additionally, systems for particular problem domains were developed. For instance, in the logic domain, there exists the ASP solver dynASP [84,85]. Additionally, algorithms for the Boolean Satisfiability problem [96] and the Constraint Satisfaction problem [95] were designed. In the area of abstract argumentation [45], the dynPARTIX system was developed [30]. For counting problems, this system can outperform state-of-the-art systems on instances of small treewidth.

Excellent surveys on algorithms for graphs of bounded treewidth include [22] and [24]. An intuitive introduction to dynamic programming on tree decompositions is given in [40]. Additionally, in [72] a comprehensive overview on MSO and tree decompositions is given.

2.4 Binary Decision Diagrams

A BDD is a well-studied and widely-used data structure that represents Boolean formulae in form of a rooted directed acyclic graph [3,73]. In this work, we use a special type of BDDs, so-called Reduced Ordered Binary Decision Diagrams (ROBDDs) [28] as one key ingredient for efficiently storing information. Furthermore, for a fixed ordering over variables occurring in the formula, they are canonical, i.e., equivalent formulae are represented by the same ROBDD.

**Definition 4.** An Ordered Binary Decision Diagram $B = (V_B, A_B)$ is a rooted, connected, directed acyclic graph where $V_B = V_T \cup V_N$ and $A_B = A_\top \cup A_\bot$. The following conditions have to be satisfied:

1. $V_T$ may contain the terminal nodes $\top$ and $\bot$.

2. $V_N$ contains the internal nodes, where each $v \in V_N$ represents a variable $v$. 
Figure 2: OBBD $B$ and ROBBD $B_r$ of formula $(a \land b \land c) \lor (a \land \neg b \land c) \lor (\neg a \land b \land c)$.

3. Each $v \in V_N$ has exactly one outgoing arc in $A_\top$ and one in $A_\bot$.

4. For every path from the root to a terminal node, each variable occurs at most once and in the same order (i.e., we have a strict total order over the variables).

Given an OBDD $B$, propositional variables $V_N$ and an assignment $A$ to $V_N$, the corresponding path in $B$ is the unique path from the root node to a terminal node, such that for every $v \in V_N$ it includes the outgoing arc in $A_\top$ $(A_\bot)$ iff $A$ gets assigned true (false) for $v$. $A$ is a satisfying assignment of the formula represented by $B$ iff the path ends in $\top$.

**Definition 5.** A Reduced OBDD (ROBBD), is an OBDD where isomorphic nodes are merged into a single node with several incoming edges. Furthermore, nodes $v \in V_N$ where both outgoing arcs reach the same node $v' \in V_B$, are removed.

**Example 2.** Figure 3 shows an OBBD $B$ and the corresponding ROBBD $B_r$ for formula $(a \land b \land c) \lor (a \land \neg b \land c) \lor (\neg a \land b \land c)$. Arcs in $A_\top$ are represented by a solid arrow, a dashed arrow marks arcs in $A_\bot$. Nodes $c_1$, $c_2$ and $c_3$ represent the same variable $c$ and have arcs to the same terminal nodes. Hence, these isomorphic nodes are merged to a single node $c$. Then, both outgoing arcs of $b_1$ reach $c$, and $b_1$ is removed. Furthermore, $c_4$ is removed.

BDDs support standard logical operators conjunction ($\land$), disjunction ($\lor$), negation ($\neg$) and equivalence ($\leftrightarrow$). Furthermore, for a BDD $B$, existential quantification over a set of variables $V$, $V \subseteq V_N$ is denoted by $\exists V B$. Restriction of a variable $v \in V_N$ to true ($\top$) or false ($\bot$) and renaming to a variable $v'$ is denoted by $B[v/\cdot]$ where $\cdot \in \{\top, \bot, v'\}$. For sets of variables $V \subseteq V_N$, $B[V/\cdot]$ with $\cdot \in \{\top, \bot, V'\}$ and $V' = \{v' \mid v \in V\}$, denotes restriction or renaming of each $v \in V$ by applying $B[v/\cdot]$. In the following we will not explicitly give the BDDs, but state Boolean formulae instead.

### 2.5 Related Work on BDDs

As mentioned before, Binary Decision Diagrams were originally proposed in [73] and later refined in [3]. In 1984, Bryant’s work on Reduced Ordered BDDs [28] paved the way to obtain efficient algorithms and implementations. Although today’s focus shifts to efficient SAT solving techniques (usually based on the Davis–Putnam–Logemann–Loveland (DPLL)
(see [44] for an overview of the topic). Besides BDDs, there exists a vast amount of decision diagrams, each providing its distinct set of features. For sparse graphs, Zero-suppressed DDs (ZDD) [82] showed to be suitable (see also the superseding “review article” [83]). Multi-Terminal BDDs (MTBDDs) [51] extend the binary terminal nodes to terminal nodes with real numbers, which are also called Algebraic DDs (ADDs) [11]. Edge-valued BDDs (EVBDDs) [70] allow for arcs to be labelled with Integers. They are particularly useful for solving Integer linear programming (ILP) problems [69]. In Multi-valued DDs (MDDs) [64], variables can have multiple values (over a fixed domain), and were extended to Edge-valued MDDs (EV+MDDs) [52], where arcs additionally get a weight, applicable for instance to constraint programming. Data DDs (DDDs) [38] also allow for multiple values, but with an a priori unbounded domain. Additionally, the variable order is not necessarily fixed. If the domain is fixed, they correspond to MDDs, if the domain is Boolean, they are just BDDs. Set DDs (SDDs) [39,101] have arcs labelled with sets that are themselves stored as SDDs. Sentential DDs (also called SDDs) are decision diagrams that contain decision nodes (disjunction) and elements (conjunction). Sigma DDs (Σ-DDs) [29] handle sets of terms efficiently. In this work we stick to (Reduced Ordered) BDDs, since we want to ultimately tackle the problem of efficient QBF solving. Since BDDs can efficiently represent Boolean formulae (and are designed for this purpose), they provide all features we require.

Examples for successful implementations of (Binary) Decision Diagrams include CUDD [97], BuDDy [74] and Biddy [81]. All systems provide similar features, such as dynamic variable reordering heuristics and garbage collection, and are implemented in C. Both CUDD and BuDDy additionally provide a C++ interface. Furthermore, CUDD supports BDDs, ADDs and ZDDs. Besides that, there are also Java implementations available, such as JavaBDD [103] and JDD [102]. JINC [89] implements Shared OBDDs, and is tailored towards multi-threading. A (rather old) survey on available systems is given in [62]. In this work we use CUDD due to its continuous maintenance and good performance.

Regarding BDDs and decomposition-based approaches, in the area of knowledge compilation, so-called “Tree-of-BDDs” [48,100] are constructed in an offline phase from a given CNF, and queried in the online phase to answer questions on this data structure in linear time. Furthermore, ADDs are used for compiling Bayesian networks in such a way that the structure of the network can be exploited in order to compute inference efficiently [34]. Combining DP and decision diagrams has been proven well-suited also for Constraint Optimization Problems (COPs) [95]. The key idea is to employ ADDs to store the set of possible solutions, and the branch-and-bound algorithm is executed on a decomposition of the COP instance. This was shown to be superior to earlier approaches in [26], where additionally (no)good recording is applied during computation.

Furthermore, BDDs were already successfully applied in the area of QBF solving, and we review different applications in Section 5.2.
3 BDD-based Dynamic Programming

In this section we introduce the general concept of how dynamic programming proceeds over the tree decomposition. We introduce different algorithm design principles, called early decision method (EDM) and late decision method (LDM). Several NP-complete problems, that are fixed-parameter tractable with respect to treewidth, are introduced, and their dynamic-programming algorithms are presented. In Section 4 we extend our approach to a problem beyond NP, namely QBF solving. An experimental comparison to state-of-the-art tree decomposition-based tools is given in Section 5.

3.1 Concept

Given some problem $P$ and input instance $I$, we can decide $P$ on $I$ as follows.

1. Transform $I$ into an appropriate graph representation $I^G$. For some problems, the input is already specified in form of a graph (e.g. for 3-COLORABILITY or HAMILTONIAN CYCLE). Instances of other problems, such as BOOLEAN SATISFIABILITY, can be transformed into a graph, e.g., by constructing the incidence or primal graph of $I$ (see [96]).

2. Construct a tree decomposition $T$ of $I^G$ in fpt time, or use heuristics to obtain a “good” one in polynomial time (see Section 2.2). Depending on the dynamic programming algorithm specification, normalize the tree decomposition. In this section we will assume $T$ to be normalized.

3. Traverse $T = (T, bag)$ with $T = (N, F)$ in post-order (i.e., start at the leaves, and continue upwards until the root node of the tree decomposition). At each decomposition node $n \in N$, compute a BDD $B_n$ that represents partial solution candidates for $P$ on $I$ (details are given in Section 3.1.1).

4. At the root node $r$ of $T$, either $B_r = \top$ or $B_r = \bot$ holds, giving the solution to the problem.

3.1.1 Recursive Tree Decomposition Traversal

Algorithm 1 illustrates our generic procedure for dynamic programming over a tree decomposition to solve some problem $P$. Here, it is assumed that the tree decomposition $T$ is globally available to the algorithm. $computeBDD(n)$ is called recursively (in post-order) on the children of $n$. In each recursion step, the algorithm distinguishes between the four node types of a normalized tree decomposition. Depending on the node type of the current $n$, it calls the problem-specific implementations of leaf$^P$, remove$^P$, intro$^P$ or join$^P$. These procedures return a BDD $B$ for the current node $n$, which is constructed based on information related to $n$ as well as BDDs $B_1$ and $B_2$ of the child node(s) (if any). Each model in $B$ represents a partial solution candidate with respect to the subtree of $T$ that is rooted in
Algorithm 1: Generic recursive procedure computeBDD\(n\) for problem \(P\)

\[
\begin{align*}
\textbf{Input} & \quad : \text{A tree decomposition node } n \\
\textbf{Output} & \quad : \text{A BDD } B \text{ with partial solution candidates for } n \\
1 & \quad \text{if } \text{isLeaf}(n) \text{ then } B := \text{leaf}^P(n) \\
2 & \quad \text{else} \\
3 & \quad \quad B_1 := \text{computeBDD(} \text{firstChild}(n) \text{)} \\
4 & \quad \quad \text{if } \text{isRemoval}(n) \text{ then } B := \text{remove}^P(n, B_1) \\
5 & \quad \quad \text{else if } \text{isIntroduction}(n) \text{ then } B := \text{intro}^P(n, B_1) \\
6 & \quad \quad \text{else if } \text{isJoin}(n) \text{ then} \\
7 & \quad \quad \quad B_2 := \text{computeBDD}(\text{nextChild}(n)) \\
8 & \quad \quad \quad B := \text{join}^P(n, B_1, B_2) \\
9 & \quad \text{return } B
\end{align*}
\]

\(n\) (which are restricted to elements in \(\text{bag}(n)\); thus named “partial”), which might turn out to not represent a solution, later during the tree traversal (thus named “candidate”). If the procedure is called with the root \(r\) of \(T\), it returns the overall solution.

For a BDD \(B_n\) computed at some node \(n\), all variables in \(B_n\) are related to vertices contained in \(\text{bag}(n)\). In other words, the size of \(B_n\) (i.e., the number of nodes in \(B_n\)) is restricted by \(f(|\text{bag}(n)|)\), where \(f\) is some computable function. For the algorithms presented in the remainder of the section, the size is bounded by \(O(2^{wl})\) where \(w\) is the width of \(T\) and \(l\) the number of variables stored per bag element. However, in practice the size may be exponentially smaller, in particular in case a “good” variable ordering is applied \[50\]. Since finding an optimal variable ordering is in general \(\text{NP}\)-hard \[28\], we rely on BDD-internal heuristics for finding such a good ordering \[97\]. With this, the BDDs require much less space than an equivalent table representation.

3.1.2 Decision Methods

We present two algorithm design choices that affect how \(\text{leaf}^P, \text{remove}^P, \text{intro}^P\) and \(\text{join}^P\) are specified.

Early decision method (EDM). Here, bag information is incorporated within \(\text{intro}^P\). This approach is comparable to “classical” table-based implementations (such as usually done in D-FLAT \[1\]). For unsatisfiable instances, conflicts can be detected early (i.e., immediately when the conflict is introduced).

Late decision method (LDM). BDD manipulation (w.r.t. bag elements) is delayed until removal of vertices. Typically, this approach yields smaller BDDs and less computational effort, and is hence particularly useful for “complicated” algorithms.
3.2 Case Studies

We now illustrate how dynamic programming on tree decompositions with BDDs can be applied to well-known \( \text{NP} \)-complete problems. We introduce EDM- and LDM-based algorithms for 3-Colorability, Directed Independent Dominating Set and Hamiltonian Cycle. The problems impose different challenges on the algorithm design, which oftentimes reoccur in other problem domains. While the 3-Colorability problem only requires to guess the color assignment of vertices, in the Directed Independent Dominating Set problem it is necessary to keep track of dominated vertices during the dynamic programming. The Hamiltonian Cycle problem additionally requires to handle connectedness of vertices in the cycle.

3.2.1 3-Colorability

| Input: | A simple graph \( G = (V, E) \). |
| Question: | Is \( G \) 3-colorable? |

The 3-Colorability problem is well-suited to illustrate how DP algorithms for problems that are fixed-parameter tractable with respect to tree-width can be specified following our approach. First, we define the set of colors \( C = \{r, g, b\} \). Then, the following variables are to be used in the BDDs. For all \( c \in C \) and \( x \in V \), the truth value of variable \( c_x \) denotes whether vertex \( x \) gets assigned color \( c \).

**EDM.** Algorithm 2 shows the BDD manipulation operations for the respective decomposition node types. In order to solve the problem, the operations have to encode that every vertex gets assigned exactly one color, and adjacent vertices do not have the same color. Intuitively, \( \text{leaf}^{3\text{col}} \) and \( \text{intro}^{3\text{col}} \) add the respective constraints for introduced vertices to the returned BDD. In \( \text{remove}^{3\text{col}} \), due to the definition of tree decompositions, we know that all constraints related to removed vertex \( u \) were already taken into account. Hence, we can abstract away the variables associated with \( u \), thereby keeping the size of the BDD bound by the width of the tree decomposition. In join nodes, \( \text{join}^{3\text{col}} \) combines the intermediate results obtained in the child nodes of the decomposition by a simple conjunction of the BDDs.

**LDM.** Another possibility for specifying the algorithm is to incorporate information as late as possible, that is, when a vertex is removed from the decomposition, see Algorithm 3. In leaf nodes the BDD \( \text{leaf}^{3\text{col}} \) is initialized with \( \top \) (i.e., there is no constraint to be considered yet), and in introduction nodes the BDD \( \text{intro}^{3\text{col}} \) corresponds to that of the child nodes. When a vertex \( u \) is removed, one variable out of \( r_u, g_u, b_u \) is set to true, thereby assigning to the vertex exactly one color \( c \in C \). Furthermore, adjacent vertices \( x \) with \( \{x, u\} \in \text{edges}(n_1) \)
Algorithm 2: Operations for 3-COLORABILITY (EDM)

\[
\begin{align*}
\text{leaf}^{3\text{col}}(n): & \quad B_{\text{color}} = \bigwedge_{c \in C} \bigwedge_{\{x,y\} \in \text{edges}(n)} \neg(c_x \land c_y) \land \bigwedge_{x \in \text{current}(n)} (r_x \lor g_x \lor b_x) \\
& \quad B_{\text{neighbor}} = \bigwedge_{x \in \text{current}(n)} \left( \neg(r_x \land g_x) \land \neg(r_x \land b_x) \land \neg(g_x \land b_x) \right) \\
& \quad \text{return } B_{\text{color}} \land B_{\text{neighbor}} \\
\text{remove}^{3\text{col}}(n, B_1): & \quad \{u\} = \text{removed}(n) \\
& \quad \text{return } \exists u \, g_u b_u [B_1] \\
\text{intro}^{3\text{col}}(n, B_1): & \quad \{u\} = \text{introduced}(n) \\
& \quad B_{\text{color}} = \bigwedge_{c \in C} \bigwedge_{\{x,u\} \in \text{edges}(n)} \neg(c_x \land c_u) \land (r_u \lor g_u \lor b_u) \\
& \quad B_{\text{neighbor}} = \neg(r_u \land g_u) \land \neg(r_u \land b_u) \land \neg(g_u \land b_u) \\
& \quad \text{return } B_1 \land B_{\text{color}} \land B_{\text{neighbor}} \\
\text{join}^{3\text{col}}(n, B_1, B_2): & \quad \text{return } B_1 \land B_2
\end{align*}
\]

Algorithm 3: Operations for 3-COLORABILITY (LDM)

\[
\begin{align*}
\text{leaf}^{3\text{col}}(n): & \quad \text{return } \top \\
\text{remove}^{3\text{col}}(n, B_1): & \quad \{u\} = \text{removed}(n) \\
& \quad n_1 = \text{firstChild}(n) \\
& \quad B = B_1[r_u/\top, g_u/\bot, b_u/\bot] \land \bigwedge_{\{x,u\} \in \text{edges}(n_1)} \neg r_x \lor \\
& \quad B_1[r_u/\bot, g_u/\top, b_u/\bot] \land \bigwedge_{\{x,u\} \in \text{edges}(n_1)} \neg g_x \lor \\
& \quad B_1[r_u/\bot, g_u/\bot, b_u/\top] \land \bigwedge_{\{x,u\} \in \text{edges}(n_1)} \neg b_x \\
& \quad \text{return } B \\
\text{intro}^{3\text{col}}(n, B_1): & \quad \text{return } B_1 \\
\text{join}^{3\text{col}}(n, B_1, B_2): & \quad \text{return } B_1 \land B_2
\end{align*}
\]

for child \(n_1\) of \(n\) must not get assigned the same color, which is achieved by adding \(\neg c_x\) to the formula. \text{remove}^{3\text{col}} simply combines the three BDDs resulting from the choice of the color via disjunction. As in EDM, it is sufficient to compute \text{join}^{3\text{col}} via conjunction of the child BDDs.

3.2.2 Directed Independent Dominating Set

The \textsc{Directed Independent Dominating Set} problem corresponds to the (decision variant of the) \textsc{Stable Extension} problem from the area of abstract argumentation [45]. In this area, the parameterized complexity of various semantics and reasoning types with respect to several parameters has been studied, including a table-based DP approach for treewidth [31,46].
while we denote by $i_x$ of some variables $I$ denote by $D$ be contained in a dominating set, and a vertex $e$ in child nodes during the bottom-up traversal. For a node $x$ true) iff there exists an arc from some $x$ to $y$ in $G$, i.e.:

1. for all $x, y \in X : \{x, y\} \not\in E$ ($X$ is independent); and
2. for all $y \in V \setminus X : \exists x \in X$ such that $(x, y) \in E$ ($y$ is dominated)?

For a directed graph $G = (V, E)$, an arc from $x$ to $y$ in $G$ is given by a pair $(x, y) \in E$, while we denote by $\{x, y\} \in E$ that $(x, y) \in E$ or $(y, x) \in E$. We encode the problem using variables $I \cup D \cup D' \cup D''$ with $I = \{i_x | x \in V\}$ and $D = \{d_x | x \in V\}$. The truth value of some $i_x \in I$ denotes whether $x$ is in some set $X$. Furthermore, the assignment of true to some variable $d_x \in D$ represents that $x$ is dominated. The sets $D' = \{d'_x | x \in V\}$ and $D'' = \{d''_x | x \in V\}$ will serve as temporary variables that represent “dominated” information in child nodes during the bottom-up traversal. For a node $n$ of a tree decomposition $\mathcal{T}$, we denote by $D_T(n) = \{d_x | x \in bag_T(n)\}$ ($\mathcal{T}$ will be omitted in the following).

**EDM.** Algorithm 4 shows the operations for solving the DIRECTED INDEPENDENT DOMINATING SET problem. In $\text{leaf}^{dom_e}(n)$ the BDD encodes that adjacent vertices can not both be contained in a dominating set, and a vertex $y$ (in the node’s bag) is dominated ($d_y$ is true) iff there exists an arc from some $x \in bag(n)$ to $y$, such that $i_x$ is true. For removal nodes, $\text{remove}^{dom_e}$ guarantees that the removed vertex $u$ is either contained in the dominating set (by $i_u/\top$) or it is dominated ($d_u/\top$). Note that the “independent property” would

<table>
<thead>
<tr>
<th>Algorithm 4: Operations for DIRECTED INDEPENDENT DOMINATING SET (EDM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{leaf}^{dom_e}(n)$:</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>$\text{remove}^{dom_e}(n, B_1)$:</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>$\text{intro}^{dom_e}(n, B_1)$:</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>$\text{join}^{dom_e}(n, B_1, B_2)$:</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

**Input:** A directed graph $G = (V, E)$ (with self-loops).

**Question:** Is there a independent dominating set $X \subseteq V$ in $G$, i.e.:

1. for all $x, y \in X : \{x, y\} \not\in E$ ($X$ is independent); and
2. for all $y \in V \setminus X : \exists x \in X$ such that $(x, y) \in E$ ($y$ is dominated)?
Algorithm 5: Operations for Directed Independent Dominating Set (LDM)

<table>
<thead>
<tr>
<th>Operation</th>
<th>Formula Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>leaf\textsuperscript{domi}(n)</td>
<td>( \text{return } \bigwedge_{x \in \text{bag}(n)} \neg d_x )</td>
</tr>
<tr>
<td>remove\textsuperscript{domi}(n, B_1)</td>
<td>{u} = removed(n) \newline ( n_1 = \text{firstChild}(n) ) \newline ( B_{\text{ind}} = \bigwedge {u,y} \in \text{edges}(n_1) (\neg i_u \lor \neg i_y) ) \newline ( B_{\text{dom}} = \bigwedge_{y \in \text{bag}(n)} (d_y \leftrightarrow d'<em>y \lor (u,y) \in \text{edges}(n_1) i_u) \land ) \newline ( \bigvee</em>{(x,u) \in \text{edges}(n_1)} i_x ) \newline ( B = \exists D(n_1)'(B_1[D(n_1)/D(n_1)'] \land B_{\text{ind}} \land B_{\text{dom}}) ) \newline \text{return } B[i_u/\top, d_u/\bot] \lor B[i_u/\bot, d_u/\top]</td>
</tr>
<tr>
<td>intro\textsuperscript{domi}(n, B_1)</td>
<td>{u} = introduced(n) \newline \text{return } B_1 \land \neg d_u</td>
</tr>
<tr>
<td>join\textsuperscript{domi}(n, B_1, B_2)</td>
<td>( B_{\text{dom}} = \bigwedge_{x \in \text{bag}(n)} (d_x \leftrightarrow d'_x \lor d''<em>x) ) \newline ( B = B_1[D(n)/D(n)'] \land B_2[D(n)/D(n)'] \land B</em>{\text{dom}} ) \newline \text{return } \exists D(n) \exists D(n)' B</td>
</tr>
</tbody>
</table>

be violated in case \( u \) is both in the extension and defeated. In \textit{intro}\textsuperscript{domi}, for introduced vertex \( u \) the formula is constructed as in leaf nodes. In order to update the truth value of variables representing the domination of vertices, for any vertex \( y \) we apply a general pattern of \( \exists y'[B_1[y/y'] \land (y \leftrightarrow (y' \lor \text{cond}))] \), that is, renaming, potentially adding conditions (\text{cond}), and removing the renamed variable \( y' \) by existential quantification. Here, \text{cond} contains \( i_u \) in case \( u \) is an incoming neighbor of \( y \). With this, the size of the BDDs remains bounded by the width of the decomposition. Finally, in \textit{join}\textsuperscript{domi}, a vertex is “dominated” if it was in one of the child nodes. This information is again propagated via renaming, equivalence, and existential quantification.

**LDM.** A very compact algorithm for Directed Independent Dominating Set can be specified following the LDM paradigm (see Algorithm\textsuperscript{5}). Introduced vertices cannot become dominated in leaf or introduction nodes, and the corresponding variables are initialized with \( \bot \). In \textit{remove}\textsuperscript{domi}, we guess whether the removed vertex \( u \) is in the dominating set or dominated. Furthermore, we guarantee independence with vertices adjacent to \( u \). A vertex \( y \) becomes dominated if there is some incoming edge from \( u \) and \( u \) is in the dominating set, and \( u \) is dominated if it was already dominated by an already-removed vertex, or by a vertex on an arc in \text{edges}(n_1). Note that we use a small disjunction symbol with condition whenever there is at most one disjunction in the instantiated formula, and a large symbol otherwise. Finally, \textit{join}\textsuperscript{domi} is specified as in the EDM variant.
3.2.3 Hamiltonian Cycle

**Input:** A simple graph \( G = (V, E) \).

**Question:** Is there a Hamiltonian cycle \( F \subseteq E \) in \( G \)?

Here, a more involved algorithm specification is required. Monolithic propositional encodings (where the whole instance is available at once) allow one to assign a global order over the variables that specifies the ordering over the vertices in the cycle. However, in our DP-based approach, we are restricted to information that is available in the current decomposition node. Hence, we consider a *relative* ordering as follows. We use variables \( S = I \cup O \cup T \cup A \cup I' \cup O' \cup A' \cup I'' \cup O'' \cup A'' \), where an assignment of true to variables in \( I = \{ i_x \mid x \in V \} \) specifies that a variable \( x \) has exactly one incoming (outgoing) edge. Variables in \( T = \{ t_{xy} \mid \{ x, y \} \in E \} \) represent edges that are selected on a cycle. Additionally, we have to guarantee that we have a *single* cycle that covers all vertices. Therefore we select a fixed vertex \( f \in V \) that denotes where the cycle starts and ends. Variables in \( A = \{ a_{xy} \mid x, y \in V \} \) denote that \( x \) lies after \( y \) on the path from \( f \) to \( f \). Primed variables are again used to temporarily hold changing information from the child node(s). For a tree decomposition node \( n \) we have \( C_T(n) = \{ i_x, o_x, a_{xy} \mid x, y \in X_t \} \). Furthermore, for a vertex \( u \in bag_T(n) \), let \( T_T(n, u) = \{ t_{xu}, t_{ux} \mid \{ x, u \} \in edges_T(n) \} \). In the following we only present the LDM version, but the concepts can be directly carried over to an EDM-based algorithm.

**LDM.** Algorithm 6 illustrates the operations for HAMILTONIAN CYCLE. In leaf and introduction nodes all changing variables are initialized with \( \bot \). In removal nodes, at least one incoming edge for removed vertex \( u \) is selected. Here, \( i_u' \) is true iff the incoming neighbor of \( u \) was already removed from the bag. Furthermore, at most one incoming edge from \( edges(n_1) \) is selected. Finally, if \( i_u' \) is true, we cannot select an additional incoming edge, and the incoming and outgoing edges for \( u \) have to be different. The same construction is used to guarantee exactly one outgoing edge for \( u \). For vertices \( x \in bag(n) \), \( i_x \) and \( o_x \) are updated in case \( u \) was a neighbor of \( x \). Again, at most one incoming (outgoing) edge must be selected. For \( x, z \in bag(n) \), \( a_{xz} \) becomes true if \( u \neq f \) and \( u \) lies on the path between \( x \) and \( z \). With this, we keep information on the path (from \( f \) to \( f \)), restricted to \( bag(n) \), where the truth value of \( t_{xy} \)-variables represents selected edges in \( edges(n) \) and \( a_{xy} \)-variables denote that \( x \) is before \( y \) on the path where intermediate vertices were already removed. Finally, in case \( a_{xx} \) for \( x \neq f \) is true, we know that there is a cycle that does not cover \( f \), and is therefore no Hamiltonian cycle. In join nodes, \( i_x, o_x \) and \( a_{xy} \) variables are propagated as usual. Here, whenever both \( i_x' \) and \( i_x'' \) are true, due to the connectedness condition of tree decompositions and the fact that these variables are updated when a vertex is removed, \( x \) has two different incoming edges, and is hence not a solution. The same holds for outgoing edges.
### Algorithm 6: Operations for Hamiltonian Cycle (LDM)

- **leaf\(_{hami}(n)\):**
  \[
  \text{return } \bigwedge_{x \in \text{bag}(n)} \left( \neg i_x \land \neg o_x \right) \land \bigwedge_{x,y \in \text{bag}(n)} \neg a_{xy}
  \]

- **remove\(_{hami}(n, B_1)\):**
  \[
  \{u\} = \text{removed}(n)
  \]
  \[
  n_1 = \text{firstChild}(n)
  \]
  \[
  B_{iu} = i'_u \lor \bigvee_{(x,u) \in \text{edges}(n_1)} t_{ux}
  \]
  \[
  B_{o_1} = o'_u \lor \bigvee_{(u,y) \in \text{edges}(n_1)} t_{uy}
  \]
  \[
  B_{s_1} = \bigwedge_{\{x',u\} \in \text{edges}(n_1)} \left( \neg \left( t_{x'u} \land t_{x''u} \right) \land \neg \left( t_{ux'} \land t_{ux''} \right) \right)
  \]
  \[
  B_{s_2} = \bigwedge_{\{x,u\} \in \text{edges}(n_1)} \left( \neg \left( i'_u \land t_{xu} \right) \land \neg \left( o'_u \land t_{ux} \right) \land \neg \left( t_{xu} \land t_{ux} \right) \right)
  \]
  \[
  B_{s_3} = \bigwedge_{\{x,u\} \in \text{edges}(n_1)} \left( \neg \left( i'_u \land t_{ux} \right) \land \neg \left( o'_u \land t_{xu} \right) \right)
  \]
  \[
  B_a = \bigwedge_{x,z \in \text{bag}(n)} \left( a_{xz} \leftrightarrow a'_{xz} \lor u \not\in f \left( (a'_{xu} \lor \{x,u\} \in \text{edges}(n_1) \lor t_{xu}) \land \left( a'_{ux} \lor \{u,x\} \in \text{edges}(n_1) \lor t_{ux} \right) \right) \right)
  \]
  \[
  B_{noc} = \bigwedge_{x \in \text{bag}(n) \land x \not\in f} \neg a_{xx}
  \]
  \[
  B = B_{iu} \land B_{o_1} \land B_{s_1} \land B_{s_2} \land B_{s_3} \land B_a \land B_{noc}
  \]
  \[
  \text{return } \exists \left( n_1, u \right) \exists C \left( n_1 \right) \left( B_1 \left( C(n_1) / C(n_1) \right) \land \right)
  \]

- **intro\(_{hami}(n, B_1)\):**
  \[
  \{u\} = \text{introduced}(n)
  \]
  \[
  \text{return } B_1 \land \neg i_u \land \neg o_u \land \bigwedge_{x \in \text{bag}(n)} \left( \neg a_{ux} \land \neg a_{ux} \right)
  \]

- **join\(_{hami}(n, B_1, B_2)\):**
  \[
  B_{io} = \bigwedge_{x \in \text{bag}(n)} \left( (i_x \leftrightarrow (i'_x \lor i''_x)) \land (o_x \leftrightarrow (o'_x \lor o''_x)) \land \neg (i'_x \land i''_x) \land \neg (o'_x \land o''_x) \right)
  \]
  \[
  B_a = \bigwedge_{x,y \in \text{bag}(n)} \left( a_{xy} \leftrightarrow (a'_{xy} \lor a''_{xy}) \right)
  \]
  \[
  B = B_1 \left( C(n) / C(n) \right) \land B_2 \left( C(n) / C(n) \right) \land B_{io} \land B_a
  \]
  \[
  \text{return } \exists C \left( n \right) \exists C \left( n \right) \land B
  \]

## 4 QBF Solving

Here, we elaborate on a novel approach for QBF solving. We again exploit the parameter treewidth, which is obtained from the matrix of a given QBF in prenex CNF. The resulting algorithm is designed to be particularly efficient on tree-like QBF instances with a low number of quantifier alternations. For other logical problems, e.g., algorithms for SAT [96] and CSP [95], such treewidth-based algorithms have already been presented in the literature. Similar to the algorithms presented in Section 3, we make use of BDDs for efficient storage of intermediate results. However, we now store so-called nested sets of formulae (NSF) where the formulae are represented by BDDs, and the nestings of the BDDs handle quantifier alternations in the QBF (see Section 4.2).

The main procedure for tree decomposition-based QBF solving is given in Section 4.3.
Overall, in our approach the size of each BDD is bounded by the width of the used decomposition, and the overall number of BDDs required in each node is bounded by the width and by the number of quantifier alternations in the instance. Thus, the runtime depends exponentially on the structural parameter instead of the size of the formula. To be competitive with state-of-the-art systems on instances of low treewidth, we develop further techniques to reduce the size of the data structure (see Section 4.4). It turns out that our method already performs well on QBFs with one quantifier alternation, while for QBFs with a higher number of alternations our system does not reach the performance of state-of-the-art tools yet (see Section 5.3).

4.1 Basics

We briefly introduce QBFs and present the running example used in the subsequent sections. As usual, a literal is a variable or its negation. A clause is a disjunction of literals. A Boolean formula in conjunctive normal form (CNF) is a conjunction of clauses. Depending on the context, we will sometimes denote clauses as sets of literals, and a formula in CNF as a set of clauses. Herein, we consider Quantified Boolean Formulae (QBFs) in closed prenex CNF (PCNF) form.

Definition 6. A PCNF QBF instance is of the form $Q.\psi$ where $Q$ is the quantifier prefix and $\psi$ is a CNF formula. The quantifier prefix $Q$ is of the form $Q_1X_1Q_2X_2\ldots Q_kX_k$ where $Q_i \neq Q_{i+1}$ for $1 \leq i < k$. Furthermore, every variable in $\psi$ occurs in exactly one set $X_j$ for $1 \leq j \leq k$.

The level of a variable $x$ is specified by its appearance in $Q$, i.e. if $x \in X_j$ then the level of $x$ is $j$. We define the depth of $x$ as $k$ minus its level plus one.

In the following we will frequently use the following notation: Given a QBF instance $Q.\psi$ with $Q = Q_1X_1\ldots Q_kX_k$ and an index $i$ with $1 \leq i \leq k$, $\text{quantifier}_Q(i) = Q_i$ gives the $i$-th quantifier. Furthermore, for a variable $x$, $\text{level}_Q(x)$ returns the level of $x$, and $\text{depth}_Q(x)$ returns the depth of $x$ in $Q$ of the instance; Additionally, $\text{quantifier}_Q(x) = Q_{\text{level}_Q(x)}$ returns the quantifier for variable $x$. Finally, for a clause $c \in \psi$, we denote by $\text{variables}_\psi(c)$ the variables occurring in $c$. For the ease of representation, in the following we will omit subscript $Q$ or $\psi$ whenever no ambiguity arises.

The problem we are interested in states as follows.

| Input: | A QBF instance $Q.\psi$ in prenex CNF form. |
| Question: | Is $Q.\psi$ satisfiable? |

Example 3. As our running example, we will consider QBF $Q.\psi$ with $Q = \exists ab \forall cd \exists ef$ and $\psi = (a \lor c \lor e) \land (\neg b \lor d) \land (e \lor f) \land (c \lor \neg e) \land (\neg d \lor f)$, which is satisfiable (for $a = \top$, $b = \bot$). Note that this example is designed to illustrate our approach. Hence, simplifications (e.g. pure literal elimination) are not considered.
In order to employ dynamic programming on tree decompositions for QBF solving, we have to construct a tree decomposition from the given QBF instance. Herein, we consider hypergraphs, i.e. graphs where the edges may have multiple endpoints. A QBF instance \( Q.\psi \) can naturally be represented as a hypergraph \( G = (V, E) \) where \( V \) are the variables occurring in \( Q.\psi \) and for each clause \( c \in \psi \), \( \text{variables}(c) \) forms a hyperedge in \( G \). Furthermore, clauses in \( Q.\psi \) are related to nodes in the tree decomposition by \( \text{clauses}_{\mathcal{T},\psi}(n) = \{ c \mid c \in \psi, \text{variables}_{\psi}(c) \subseteq \text{bag}_{\mathcal{T}}(n) \} \). As usual, we will omit subscript \( \mathcal{T} \) and \( \psi \) in the following. Note that this representation of CNF formulae is commonly used, e.g. for tree decomposition-based SAT solving [96]. The number of nodes in the tree decomposition is linear in the size of the QBF (i.e., its variables).

**Example 4.** Given formula \( \psi = (a \lor c \lor e) \land (\neg b \lor d) \land (e \lor f) \land (c \lor \neg e) \land (\neg d \lor f) \) of our running example, Figure 3 illustrates its hypergraph representation \( G \), and \( \mathcal{T} \) represents a weakly-normalized tree decomposition for \( \psi \) of width 2.

### 4.2 Data Structure

As data structure we use so-called *nested sets of formulae* (NSFs) where the innermost sets contain Boolean formulae, represented as BDDs. Intuitively, an NSF resembles the structure of the QBF instance. The depth of the nesting in the NSF corresponds to the number of quantifiers in the QBF. The nestings are used to differentiate between variables that are at different depth in the quantifier prefix. NSFs, in relation to a QBF instance, are defined as follows.

**Definition 7.** Given a QBF instance \( Q.\psi \) with \( k \) quantifiers, we have a nested set of formulae (NSF) of depth \( k \) whose elements are inductively defined over the depth of nestings \( d \) with \( 0 \leq d \leq k \): for \( d = 0 \), the NSF is a BDD; for \( 1 \leq d \leq k \), the NSF is a set of NSFs of depth \( d-1 \).

For a QBF \( Q.\psi \) with \( Q = Q_1X_1 \ldots Q_kX_k \) and an NSF \( N \) of depth \( k \), for any NSF \( M \) appearing somewhere in \( N \) we denote by \( \text{depth}(M) \) the depth of the nesting of \( M \), \( \text{level}_Q(M) = k - \text{depth}(M) + 1 \) is the level of \( M \), and \( \text{quantifier}_Q(M) = Q_{\text{level}_Q(M)} \) (for \( \text{level}_Q(M) \leq k \)). Subscripts will be again omitted in the following.

Additionally, we define the procedure \( \text{init}(k, \phi) \) that initializes an NSF of depth \( k \), such that each set contains exactly one NSF, and the innermost NSF represents \( \phi \). For instance,
init(3, ⊤) returns {{{⊤}}}. Furthermore, for an NSF $N$ we denote by $N[B/B']$ the replacement of each BDD $B$ in $N$ by some $B'$.

**Example 5.** Suppose we have given an NSF $N = \{\{\top, \bot\}, \{\neg a \lor b\}, \{\bot\}, \{a \land b\}\}$. For the ease of readability, we will illustrate nested sets in form of a tree where the leaves contain the Boolean formulae represented by the BDDs, and each circle denotes a non-leaf NSF in the nestings with its contents being the children in the tree. Figure 4 shows the tree representing NSF $N$ together with the one resulting from $N[B/B \land c]$.

NSFs are tailored towards efficient representation of partial solution candidates. Opposed to the similar concept of quantifier trees [12], NSFs follow set semantics in order to automatically remove (trivial) redundancies. Furthermore, the depth of nestings is specified by the number of quantifiers, not by the number of variables in the instance. As we will see, NSFs can be directly used to keep track of parts of the solution space, instead of representing the whole QBF instance at once.

### 4.3 Main Procedure

Algorithm 7 illustrates the recursive procedure for the bottom-up traversal of the tree decomposition and computing the partial solution candidates. It is similar to the general procedure for problems in NP, see Algorithm 1. However, the algorithm supports weakly-normalized tree decompositions, and uses procedures particularly designed for QBF solving. When called with the root node of the tree decomposition, it returns an NSF that represents the overall solution to the problem.

Procedure `compute(n)` calls itself based on the child nodes of $n$. At each node, we distinguish between leaf, exchange and join nodes. In leaf nodes, an NSF of depth $k$ (i.e., the number of quantifiers in the QBF instance) is initialized with the innermost set containing a BDD that represents the clauses associated with the current decomposition node. In an exchange node, we have to deal with removed as well as introduced variables (w.r.t. the bag’s contents). First the NSF of the child node is computed. Then, removed variables are handled by “splitting” the NSF. Procedure `split(N, x)` (see Algorithm 8) handles this removal of a variable $x$. It is called recursively for the contents of the NSF until the level of $x$ is reached. Then, for each NSF at this level, the NSF is updated once by replacing all occurrences of $x$ in the BDDs with $\top$, and once with $\bot$. Due to the connectedness property of the tree decomposition, we know that a removed variable will never reappear somewhere upwards the tree decomposition, and therefore all clauses related to the removed variable were
Algorithm 7: Recursive procedure $\text{compute}(n)$ for QBF solving

**Input**: A tree decomposition node $n$

**Output**: An NSF with partial solution candidates for $n$

1. if $\text{isLeaf}(n)$ then
2.   $N := \text{init}(k, \text{clauses}(n))$
3. if $\text{isExchange}(n)$ then
4.   $N := \text{compute}(\text{firstChild}(n))$
5. for $x \in \text{removed}(n)$ do
6.   $N := \text{split}(N, x)$
7. end
8. $N := N[B/B \land \text{clauses}(n)]$
9. if $\text{isJoin}(n)$ then
10.   $N := \text{compute}(\text{firstChild}(n))$
11. while $\text{hasNextChild}(n)$ do
12.     $M := \text{compute}(\text{nextChild}(n))$
13.     $N := \text{join}(N, M)$
14. end
15. return $N$

Algorithm 8: Recursive procedure $\text{split}(N, x)$

**Input**: An NSF $N$ and a variable $x$

**Output**: An NSF split at $\text{level}(x)$

if $\text{level}(N) = \text{level}(x)$ then
1.   return $\{M[B/B[x/\top]], M[B/B[x/\bot]] | M \in N\}$
else
2.   return $\{\text{split}(M, x) | M \in N\}$

Algorithm 9: Recursive procedure $\text{join}(N_1, N_2)$

**Input**: NSFs $N_1$ and $N_2$ of same depth

**Output**: A joined NSF

if $\text{depth}(N_1) = 0$ then
1.   return $N_1 \land N_2$
else
2.   return $\{\text{join}(M_1, M_2) | M_1 \in N_1, M_2 \in N_2\}$

already considered. Thereby we are also guaranteed that the size of each BDD is bounded by the bag’s size. After splitting, the BDDs in the NSF are updated by adding the clauses associated with the current node via conjunction to the BDDs in the NSF. In join nodes,
NSFs computed in the child nodes are successively combined by procedure $\text{join}(N_1, N_2)$ (see Algorithm 9). Observe that the procedure guarantees that the structure (nesting) of the NSFs to be joined is preserved. BDDs in the NSFs are then combined via conjunction, thus already considered information (i.e., clauses of the sub-hypergraph induced by the subtree’s bag) of both child tree decomposition nodes is combined. Note that this procedure does not take the quantifiers of the QBF instance into account. They will be evaluated on the NSF of the root node.

**Example 6.** Figure 5 shows the NSFs computed at the tree decomposition nodes of our running example. In $n_1$, an NSF of depth 3 is initialized with $\neg b \lor d$, i.e., the clause associated with this tree decomposition node. In $n_2$ variable $b$ is removed. Hence the NSF is split at level($b$) = 1, once by setting $b$ to true (left NSF branch), yielding formula $d$ and once by false (right branch), yielding $\bot$. Furthermore, the current clause $\neg d \lor f$ is added to these BDDs via conjunction. Similarly, the right branch of the tree decomposition (nodes $n_3$–$n_5$) is computed. In $n_6$, the NSFs are joined. For instance, the leftmost branches in $n_2$ and $n_5$ are joined by conjunction of $d \land f$ and $\bot$, yielding $\bot$.

**Obtaining the solution.** At the root node $r$ of the tree decomposition, we can decide the problem since the whole input instance was taken into account. We apply quantifier elimination by evaluating the NSF as shown in Algorithm 10, which is similar to the approach described in [90]. Procedure $\text{evaluateQ}(r, N)$ recursively combines the elements of the NSF by disjunction (for existential quantifiers) or conjunction (for universal quantifiers), starting at the innermost NSFs. Furthermore, variables contained in the current bag are abstracted away from the merged BDD according to the quantifier. Thus, this procedure finally returns a single BDD $B$ without variables. There, if $B \equiv \bot$, the QBF instance is unsatisfiable, otherwise it is satisfiable.

Figure 5: Computed NSFs for our running example.
Algorithm 10: Recursive procedure $evaluateQ(n, N)$

**Input**: A tree decomposition node $n$ and an NSF $N$

**Output**: A BDD $B$ of $N$, obtained by evaluating the quantifiers

1. If $depth(N) = 0$ then
   1. $B := N$
2. Else
   1. $X := \{x \mid x \in bag(n) \text{ and } level(x) = level(N)\}$
   2. If $quantifier(N) = \exists$ then
      1. $B := \exists X \bigvee_{M \in N} evaluateQ(n, M)$
   3. Else if $quantifier(N) = \forall$ then
      1. $B := \forall X \bigwedge_{M \in N} evaluateQ(n, M)$

Return $B$

---

Figure 6: Results for $evaluateQ(n_6, N)$ executed on the NSF of root node $n_6$.

**Example 7.** Figure 6 shows the NSF $N$ in root node $n_6$ of our running example, and the BDDs obtained recursively (bottom-up) when applying $evaluateQ(r, N)$. Note that $bag(n_6) = \{d, f\}$ with $level(d) = 2$ and $level(f) = 3$, which are additionally taken into account when evaluating the quantifiers. The procedure returns $\top$ for our running example, hence the QBF is satisfiable.

We omit a formal proof of the correctness of the proposed algorithm; instead we give an informal discussion about its runtime. Given a QBF $Q.\psi$ with $Q = Q_1X_1 \ldots Q_kX_k$ and a tree decomposition for $\psi$ of width $w$, the algorithm determines the truth of $Q.\psi$ in time $O(2^{2^{w+1}} \cdot |\psi|)$, where the height of the tower of exponents in $2^{2^{w+1}}$ is $k + 1$, since the size of each BDD is at most $2^{w+1}$ and we have $k$ quantifiers. Furthermore, $|\psi|$ denotes the size of $\psi$. We recall that the number of nodes of a tree decomposition is linear in the size of $\psi$. Moreover, any BDD involved in the algorithm is given over at most $w$ variables and NSFs are just built upon such BDDs. Thus all operations on NSFs are also bound by $w$. Recall that due to the canonical form of BDDs, there are no duplicates at any level of an NSF, thus yielding this runtime.

---

1 It is known that QSAT can be solved in FPT time when treewidth and number of quantifiers are bounded, which follows, for instance, from [35]. However, the QSAT problem is not fixed-parameter tractable w.r.t. parameter treewidth [8], unless the number of quantifiers is also bound or, more generally, the dependencies between variables are restricted (see [47]).
4.4 Optimizations

Algorithm 11: Recursive procedure \textit{removeInnermostQuantifier}(N)

\begin{verbatim}
Input : An NSF \( N \)
Output: An NSF with combined BDDs for innermost quantifier

if \( depth(N) = 1 \) then
    if \( quantifier(N) = \exists \) then
        \( B := \bigvee_{M \in N} M \)
    if \( quantifier(N) = \forall \) then
        \( B := \bigwedge_{M \in N} M \)
    return \{B\}
else
    return \{\textit{removeInnermostQuantifier}(M) \mid M \in N\}
\end{verbatim}

Algorithm 12: Recursive procedure \textit{removeRedundant}(N)

\begin{verbatim}
Input : An NSF \( N \)
Output: An NSF without supersets

if \( depth(N) > 1 \) then
    for \( M \in N \) do
        \( M := \textit{removeRedundant}(M) \)
    end
    for \( M_1, M_2 \in N \) and \( M_1 \neq M_2 \) do
        if \( M_1 \subset M_2 \) then
            \( N := N \setminus \{M_2\} \)
        end
    end
else
    // \( N \) contains a set of BDDs
    for \( M_1, M_2 \in N \) and \( M_1 \neq M_2 \) do
        if \( quantifier(N) = \exists \) and \( M_1 \lor M_2 = M_1 \) then
            \( N := N \setminus \{M_2\} \)
        if \( quantifier(N) = \forall \) and \( M_1 \land M_2 = M_1 \) then
            \( N := N \setminus \{M_2\} \)
        end
    end
    return \( N \)
\end{verbatim}

Although our algorithm runs in polynomial time for bounded treewidth of the QBF instance (for a fixed number of quantifiers), refinements are necessary in order to make it useful in practice. Herein, we discuss several optimizations for our algorithm.
Intermediate unsatisfiability checks. One optimization is to check for unsatisfiability of the QBF instance during the bottom-up traversal of the tree decomposition. We can directly reuse procedure \( \text{evaluateQ}(n, N) \). Whenever it returns \( \bot \), the QBF is unsatisfiable, and we can immediately abort our main procedure \( \text{compute}(n) \). However, if it returns \( \top \), the QBF might still be unsatisfiable due to clauses that are encountered later during the traversal.

Evaluate innermost quantifier. For any NSF \( N \) at depth one, the quantifier can be evaluated immediately: Procedure \( \text{removeInnermostQuantifier}(N) \) (see Algorithm 11) specifies that for an NSF \( N \) the NSFs at depth one are sets containing exactly one BDD. This BDD is constructed by disjunction (for existential quantification) or conjunction (for universal quantification) of the original BDDs. Thereby, the overall size can be reduced, since usually the single BDD stores models more efficiently than several BDDs. Furthermore, redundant models (i.e., models that are stored in several BDDs) are now only kept once, and for universal quantification additionally only models appearing in all BDDs are stored in the newly created BDD.

Remove redundant NSFs. Redundant NSFs can be removed by checking for subsets w.r.t. models represented by the BDDs (similar to subsumption checking [17]), and subsets w.r.t. nested sets. Procedure \( \text{removeRedundant}(N) \) (see Algorithm 12) gives the pseudo-code for removing unnecessary elements.

Example 8. Figure 7 shows some NSF before and after the application of \( \text{removeRedundant}(N) \). For instance, consider the leftmost branch of the NSF at depth 1, which is existentially quantified. It contains two NSFs, i.e. the BDDs \( \bot \) and \( \neg a \): since \( \bot \lor \neg a = \neg a \) and \( \bot \) is removed. Next, at depth 2, we subsequently have NSFs \( \{\neg a\} \) and \( \{\neg a, c\} \). Since \( \{\neg a\} \subseteq \{\neg a, c\} \), \( \{\neg a, c\} \) is removed. Similarly, in the right branch at depth 1, \( a \lor (a \lor c) = a \), and \( (a \lor c) \) is removed.

Figure 7: Example NSF before (left) and after (right) compression with procedure \( \text{removeRedundant}(N) \).

Balance NSF and BDD size. By delaying the split of removed variables (and storing them in a cache), the size of the NSF can be kept small. However, this usually increases the size of the BDDs (since the variables are not abstracted away). Note that a join node can drastically increase the size of an NSF, which has to be considered already below that tree decomposition node, when vertices are removed.
Example 9. Figure 8 shows the NSFs computed at the tree decomposition nodes of our running example. Compared to Figure 5, here our algorithm optimizations were taken into account. For instance, due to immediate evaluation of the innermost quantifier, the sets at level three only contain one BDD. Another example would be the NSF in $n_4$, where in the left branch the NSF containing BDD $(e \lor f)$ (cf. Figure 5) is removed since its models are a superset of $\bot$.

![Figure 8: Computed NSFs (including optimizations) for our running example.](image)

5 Implementation and Experimental Evaluation

The algorithms for problems in \textbf{NP} (see Section 3) were designed as case studies that illustrate how BDD-based dynamic programming algorithms proceed. We additionally developed a proof-of-concept system, called \textit{dynBDD}, that puts these algorithms into practice. In [33] we showed that our BDD-based approach can indeed outperform current tree decomposition-based approaches, as implemented in D-FLAT [1], dynPARTIX [30] and Sequoia [68]. In particular, the reduction in memory requirements was demonstrated. It thus provided the basis for our QBF solver \textit{dynQBF}, which we analyze in this section. The solver incorporates lessons learned from dynBDD, and implements the concepts and optimizations presented in Section 4. We compare dynQBF to state-of-the-art QBF solvers. Several of these solvers successfully participated in the 2016 QBF competition [91]. Additionally, we identify particular instances where our approach is superior to standard QBF solving techniques.

5.1 The dynQBF System

The dynQBF system supports PCNF QBF instances in the QDIMACS [86] format. Besides deciding whether QBFs are satisfiable, it can enumerate the models in case the outermost
quantifier is existential and the instance is satisfiable. In this case, variables bounded by the outermost quantifier are not abstracted away but kept during computation – thus the NSF size is no longer bounded by the width of the decomposition. Furthermore, the system provides various debug output options (monitoring the computation progress, giving detailed NSF information, or printing performance information). Besides the standard EDM algorithm (as presented in the previous section), also an LDM version of the algorithm is available. Additionally, we implemented a variant called BDD (naive), where the formula is not decomposed, but instead given to a single BDD at once. This gives a hint of whether the overhead for constructing and traversing the decomposition pay off. Algorithm optimizations can be configured by enabling intermediate unsatisfiability checks, the interval of when the NSFs are checked for redundancies, the maximal NSF size (when it is reached, NSFs are no longer split and the removed variable is kept in a cache of the data structure for later removal), as well as the maximum BDD size (if it is reached, the NSF is always split, regardless of the maximum NSF size). These options allow the system user to individually tune the system depending on the QBF instance at hand, if necessary.

The system relies on external libraries for tree decomposition computation and BDD handling.

- **htd** [2]: This library provides a rich feature set, including various input graph representations (such as simple, directed, multi-, or hypergraphs, trees and paths). In particular, it supports labelled hypergraphs that are used in the dynQBF system to represent clauses (with the labels storing negation of atoms). As output, it provides a graph, path, tree or hypertree decomposition that can additionally be adapted to current needs (e.g., by normalizing the decomposition). The dynQBF system supports path and tree decompositions (a path decomposition is a tree decomposition without join nodes). Furthermore, the implemented bucket elimination algorithm for tree decomposition generation supports various heuristics, such as minimum fill, minimum degree and maximum cardinality search [23,41]. All these features are utilized by dynQBF, and configurable via the command line interface.

- **CUDD** [97]: BDDs, ADDs and ZDDs are supported by this library. It is implemented in C, but also includes a C++ interface. CUDD is continuously developed for over 20 years, and one of the most widely used decision diagram packages. The library supports many variable reordering heuristics (such as (lazy) sifting, random, simulated annealing or genetic algorithms).

The C++ code of dynQBF is publicly available at [http://dbai.tuwien.ac.at/proj/decodyn/dynqbf](http://dbai.tuwien.ac.at/proj/decodyn/dynqbf).

### 5.2 QBF Solvers: An Overview

Advances in QBF solving are reported and benchmarked in the regular QBF competition events. The latest 2016 event [91] lists more than 20 solvers (plus variants, obtained from
different configurations or solvers in combination with preprocessing tools). A comprehensive overview on tools is given for example in the QBF Gallery 2013 and 2014 reports [60, 78], and in a survey article [79]. Here, we discuss several systems that participated in the 2016 competition, as well as some (earlier) BDD-based approaches.

DepQBF [75, 77] is a search-based solver that implements conflict-driven clause learning and solution-driven cube learning [55, 104]. The solver analyzes (in)dependencies between variables, that are to be exploited in the DPLL-based procedure for QBF solving. RAReQS [61] is based on a technique called counterexample abstraction refinement (CEGAR) [36]. The idea is to gradually expand the given formula into a propositional one, but contrary to other expansion-based approaches (e.g. QUBOS [10], that utilizes propositional SAT solvers; quantor [17]; or Nenofex [76], that expands QBFs in negation normal form (NNF)), the CEGAR approach mitigates the problem of space explosion by terminating the expansion process in time.

Regarding systems that are based on BDDs, EBDDRES [63] is a tool that was originally designed as a SAT solver that provides resolution proofs. The latest version also supports QBFs. Unfortunately, EBDDRES is only available as a 32 bit binary. Further systems include QBFBD [9] (based on a DPLL procedure combined with BDDs to provide flexibility on the order of quantifiers in the QBF) and eBDD-QBF [88] (improving early quantification), as well as the quantifier-tree based tool sKizzo [13]. However, to the best of our knowledge, they are not publicly available.

Oftentimes, systems are combined with preprocessors. One widely-used tool is Bloqqer [18]. It implements many elimination techniques, such as literal, blocked clause or tautology elimination, and supports subsumption checking, variable expansion and equivalence detection. Other preprocessors include Higger (a variant of Bloqqer) and sQueezeBF [54] (that tries to recover structure that got lost during the QBF translation to CNF).

5.3 dynQBF: Experimental Evaluation

The dynQBF system (version as of 2016-08-23) is tested in the following configuration: Tree decompositions are generated following the minimum fill heuristic, and are non-normalized. BDD variables are dynamically reordered using the lazy-sift heuristic. The computation checks for subsets after every fourth computation step (in particular, after joining NSFs), the maximum NSF size is set to 1000 BDDs, and each BDD is configured to contain less than 3000 nodes. Those parameters were chosen based on an evaluation preceding this report.

We compare the total runtime (i.e., including the time from program invocation, input parsing to decomposition generation and solving, until program termination) to DepQBF version 5.0 and RAReQS version 1.1. Additionally, we consider the BDD-based system EBDDRES version 1.2. Finally, we compare it to the naive self-implemented approach BDD (naive).

Tests were performed on a single core of an Intel Xeon E5-2637 processor with 3.5GHz running Debian 8.3 (kernel 3.16.0-4-amd64). Each run was limited to a runtime of 10 minutes (TO) and 16 GB of memory (MO).
Table 1: 2-QBF instances: System comparison. The table gives the overall number of solved, solved satisfiable and solved unsatisfiable instances, as well as the number of observed timeouts (TO) and memouts (MO), the number of uniquely solved instances, and the total user time required for solving.

<table>
<thead>
<tr>
<th>System</th>
<th>Solved</th>
<th>SAT</th>
<th>UNSAT</th>
<th>TO</th>
<th>MO</th>
<th>Unique</th>
<th>Time (solved)</th>
</tr>
</thead>
<tbody>
<tr>
<td>dynQBF</td>
<td>143</td>
<td>125</td>
<td>18</td>
<td>162</td>
<td>0</td>
<td>57</td>
<td>3577.8s</td>
</tr>
<tr>
<td>DepQBF</td>
<td>122</td>
<td>57</td>
<td>65</td>
<td>183</td>
<td>0</td>
<td>40</td>
<td>5670.5s</td>
</tr>
<tr>
<td>RAReQS</td>
<td>70</td>
<td>44</td>
<td>26</td>
<td>235</td>
<td>0</td>
<td>17</td>
<td>1080.2s</td>
</tr>
<tr>
<td>BDD (naive)</td>
<td>48</td>
<td>47</td>
<td>1</td>
<td>257</td>
<td>0</td>
<td>0</td>
<td>1722.4s</td>
</tr>
<tr>
<td>EBDDRES</td>
<td>32</td>
<td>31</td>
<td>1</td>
<td>0</td>
<td>273</td>
<td>1</td>
<td>165.3s</td>
</tr>
</tbody>
</table>

Figure 9: 2-QBF instances: Cactus plot of user time for compared systems. For each system, the solved instances are sorted by the required user time (in seconds).

5.3.1 2-QBF Instances

We used 305 publicly available 2-QBF (i.e., QBFs with a $\forall \exists$ quantifier prefix) instances \[91\] (Dataset 3) of the QBFEval’16 competition. Table II reports on the total number of solved instances per system, and Figures 9 and 10 show the cactus plots for our benchmark runs. Here, dynQBF solved the most instances, followed by DepQBF. Observe that our BDD-based implementations are particularly successful on satisfiable instances, while DepQBF and RAReQS solved more unsatisfiable instances. EBDDRES is limited to roughly 4GB of memory (since it is only available as 32 bit binary), which explains the high number of memouts. However, Figure 10 shows that this system also requires more time for solved instances compared to the better-performing systems. Our baseline implementation BDD (naive) solves far less instances than dynQBF, indicating that the overhead for computing and traversing the tree decomposition pays off.
Interestingly, there are several instances that are uniquely solved by one of the compared systems (see Table 1, column “Unique”). This indicates that the solvers work particularly well for different types of instances. In order to give strengths and weaknesses of the systems, we analyzed the different classes of instances contained the 2-QBF dataset (identifiable by the instance file names). Table 2 shows an overview on the groups, the number of instances per group and average information on the number of atoms and clauses, as well as the average (heuristically computed) width of the tree decompositions. Group “other” collects instances that we could not assign to a particular group. Table 3 shows our results for each group individually. It appears that dynQBF was quite successful in groups “mutex*”, “qshifter*”, “stmt*” and “tree*”, and solved approximately one third of the instances in “rankfunc*”. These are exactly the groups of instances with lower width, but their average number of atoms and clauses is higher than in most of the other groups where dynQBF was less successful. This result is in line with design of our algorithm, which directly tries to exploit this structural parameter.

5.3.2 Prenex CNF Instances

Here, we tested the 825 available Prenex CNF instances [91] (Dataset 1) of the QBFEval’16. In Table 4 we summarize again the number of solved instances per system, solved satisfiable and unsatisfiable instances, as well as the measured timeouts and memouts. In Figure 11 a cactus plot of the required time for solving the instances is given, and Figure 12 shows the required memory. Here, dynQBF is not competitive with the other systems. In the following we analyze the instances to identify characteristics that could be responsible for the system’s performance.
Table 2: 2-QBF Instances: Groups of instances in the QBFEval’16 dataset. The table groups the instances based on their file names. Furthermore, the total number of instances per group as well as the average number of atoms, clauses and the average width are given.

<table>
<thead>
<tr>
<th>Group</th>
<th>#Instances</th>
<th>#Atoms (avg)</th>
<th>#Clauses (avg)</th>
<th>Width (avg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>mutex*</td>
<td>7</td>
<td>3224.00</td>
<td>4172.71</td>
<td>15.00</td>
</tr>
<tr>
<td>other</td>
<td>9</td>
<td>1769.56</td>
<td>10763.00</td>
<td>294.89</td>
</tr>
<tr>
<td>qshifter*</td>
<td>6</td>
<td>173.50</td>
<td>29120.00</td>
<td>89.50</td>
</tr>
<tr>
<td>query*</td>
<td>40</td>
<td>2423.45</td>
<td>10409.80</td>
<td>349.20</td>
</tr>
<tr>
<td>rankfunc*</td>
<td>50</td>
<td>3364.52</td>
<td>8795.12</td>
<td>152.40</td>
</tr>
<tr>
<td>sortnet*</td>
<td>42</td>
<td>4500.31</td>
<td>7531.60</td>
<td>2173.33</td>
</tr>
<tr>
<td>stmt*</td>
<td>146</td>
<td>4457.67</td>
<td>16509.19</td>
<td>53.51</td>
</tr>
<tr>
<td>tree*</td>
<td>5</td>
<td>40.00</td>
<td>38.00</td>
<td>2.00</td>
</tr>
</tbody>
</table>

Figure 11: Prenex CNF instances: Cactus plot of user time for compared systems. For each system, the solved instances are sorted by the required user time (in seconds).

Table 5 gives details on the benchmark tests for dynQBF. 84 instances could not even be decomposed within the time limit. These instances are very large, with an average number of more than 160000 atoms and 500000 clauses. Here, a faster tree decomposition heuristic (e.g. minimum degree instead of minimum fill) could be used. However, the resulting decompositions then typically exhibit a higher width. The decomposed instances are (on average) much smaller, but have a very high width (448.58) and a high number of quantifier alternations (20.16). It is not surprising that many of these instances could not be solved with our approach, since our algorithm runs (in the worst case) exponentially both in the width and the number of quantifier alternations. Regarding the 192 solved instances (with an average width of 33.98 and 8.53 quantifier alternations) it becomes evident that these
Table 3: 2-QBF instances: System comparison, grouped by instance types.

<table>
<thead>
<tr>
<th>Group</th>
<th>System</th>
<th>Solved</th>
<th>SAT</th>
<th>UNSAT</th>
<th>TO</th>
<th>MO</th>
<th>Unique</th>
</tr>
</thead>
<tbody>
<tr>
<td>mutex*</td>
<td>DepQBF</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>mutex*</td>
<td>dynQBF</td>
<td>7</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>mutex*</td>
<td>BDD (naive)</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>mutex*</td>
<td>EBDDRES</td>
<td>7</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>mutex*</td>
<td>RAReQS</td>
<td>7</td>
<td>7</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>other</td>
<td>DepQBF</td>
<td>6</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>other</td>
<td>dynQBF</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>other</td>
<td>BDD (naive)</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>other</td>
<td>EBDDRES</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>other</td>
<td>RAReQS</td>
<td>6</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>qshifter*</td>
<td>DepQBF</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>qshifter*</td>
<td>dynQBF</td>
<td>5</td>
<td>5</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>qshifter*</td>
<td>BDD (naive)</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>qshifter*</td>
<td>EBDDRES</td>
<td>6</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>qshifter*</td>
<td>RAReQS</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>query*</td>
<td>DepQBF</td>
<td>9</td>
<td>3</td>
<td>6</td>
<td>31</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>query*</td>
<td>dynQBF</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>39</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>query*</td>
<td>BDD (naive)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>40</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>query*</td>
<td>EBDDRES</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>40</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>query*</td>
<td>RAReQS</td>
<td>17</td>
<td>10</td>
<td>7</td>
<td>23</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>rankfunc*</td>
<td>DepQBF</td>
<td>22</td>
<td>21</td>
<td>1</td>
<td>28</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>rankfunc*</td>
<td>dynQBF</td>
<td>18</td>
<td>17</td>
<td>1</td>
<td>32</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>rankfunc*</td>
<td>BDD (naive)</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>49</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>rankfunc*</td>
<td>EBDDRES</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>49</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>rankfunc*</td>
<td>RAReQS</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>50</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>sortnet*</td>
<td>DepQBF</td>
<td>18</td>
<td>9</td>
<td>9</td>
<td>24</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>sortnet*</td>
<td>dynQBF</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>42</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>sortnet*</td>
<td>BDD (naive)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>42</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>sortnet*</td>
<td>EBDDRES</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>42</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>sortnet*</td>
<td>RAReQS</td>
<td>27</td>
<td>11</td>
<td>16</td>
<td>15</td>
<td>0</td>
<td>9</td>
</tr>
<tr>
<td>stmt*</td>
<td>DepQBF</td>
<td>56</td>
<td>10</td>
<td>46</td>
<td>90</td>
<td>0</td>
<td>30</td>
</tr>
<tr>
<td>stmt*</td>
<td>dynQBF</td>
<td>104</td>
<td>88</td>
<td>16</td>
<td>42</td>
<td>0</td>
<td>51</td>
</tr>
<tr>
<td>stmt*</td>
<td>BDD (naive)</td>
<td>37</td>
<td>37</td>
<td>0</td>
<td>109</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>stmt*</td>
<td>EBDDRES</td>
<td>12</td>
<td>12</td>
<td>0</td>
<td>134</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>stmt*</td>
<td>RAReQS</td>
<td>7</td>
<td>7</td>
<td>0</td>
<td>139</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>tree*</td>
<td>DepQBF</td>
<td>5</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>tree*</td>
<td>dynQBF</td>
<td>5</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>tree*</td>
<td>BDD (naive)</td>
<td>5</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>tree*</td>
<td>EBDDRES</td>
<td>5</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>tree*</td>
<td>RAReQS</td>
<td>5</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 4: Prenex CNF instances: System comparison. The table gives the overall number of solved, solved satisfiable and solved unsatisfiable instances, as well as the number of observed timeouts (TO) and memouts (MO), the number of uniquely solved instances, and the total user time required for solving.

<table>
<thead>
<tr>
<th>System</th>
<th>Solved</th>
<th>SAT</th>
<th>UNSAT</th>
<th>TO</th>
<th>MO</th>
<th>Unique</th>
<th>Time (solved)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DepQBF</td>
<td>435</td>
<td>188</td>
<td>247</td>
<td>386</td>
<td>4</td>
<td>86</td>
<td>7655.67</td>
</tr>
<tr>
<td>RAReQS</td>
<td>346</td>
<td>136</td>
<td>210</td>
<td>479</td>
<td>0</td>
<td>38</td>
<td>10799.33</td>
</tr>
<tr>
<td>EBDDRES</td>
<td>214</td>
<td>116</td>
<td>98</td>
<td>7</td>
<td>604</td>
<td>41</td>
<td>913.42</td>
</tr>
<tr>
<td>dynQBF</td>
<td>192</td>
<td>94</td>
<td>98</td>
<td>619</td>
<td>14</td>
<td>11</td>
<td>6155.06</td>
</tr>
<tr>
<td>BDD (naive)</td>
<td>140</td>
<td>75</td>
<td>65</td>
<td>682</td>
<td>3</td>
<td>1</td>
<td>7092.65</td>
</tr>
</tbody>
</table>

Figure 12: Prenex CNF instances: Cactus plot of memory for compared systems. For each system, the solved instances are sorted by the required memory (in MB).

instance (and decomposition) characteristics are important for our approach.

6 Conclusion

6.1 Summary

In this report, we developed a novel approach for dynamic programming on tree decompositions, where BDDs are used as a compact representation of intermediate results during the computation process. We first provided several case studies for NP-complete problems that are fixed-parameter tractable with respect to treewidth. There, a single BDD is sufficient to store results obtained in the decomposition nodes. We illustrated how various properties, that reoccur in many problem domains, can be implemented in our approach (such as con-
Table 5: Prenex CNF instances: Details for dynQBF. The table categorizes the instances based on the solving status, and reports on the number of instances, the average number of atoms, clauses, with and quantifiers per category, as well as the average decomposition (TD) and average overall (O) solving time.

<table>
<thead>
<tr>
<th>Category</th>
<th>#</th>
<th>Atoms</th>
<th>Clauses</th>
<th>Width</th>
<th>Quant.</th>
<th>Time TD</th>
<th>Time O</th>
</tr>
</thead>
<tbody>
<tr>
<td>not decomposed</td>
<td>84</td>
<td>162866.72</td>
<td>526224.11</td>
<td>-</td>
<td>8.63</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>decomposed</td>
<td>741</td>
<td>8363.42</td>
<td>34478.75</td>
<td>448.58</td>
<td>20.16</td>
<td>18.49</td>
<td>-</td>
</tr>
<tr>
<td>- not solved</td>
<td>549</td>
<td>9907.89</td>
<td>43548.67</td>
<td>592.06</td>
<td>24.22</td>
<td>23.94</td>
<td>-</td>
</tr>
<tr>
<td>- solved</td>
<td>192</td>
<td>3900.71</td>
<td>8271.45</td>
<td>33.98</td>
<td>8.53</td>
<td>2.77</td>
<td>32.06</td>
</tr>
<tr>
<td>- SAT</td>
<td>94</td>
<td>1408.80</td>
<td>6521.31</td>
<td>30.85</td>
<td>6.40</td>
<td>0.05</td>
<td>26.77</td>
</tr>
<tr>
<td>- UNSAT</td>
<td>98</td>
<td>6340.71</td>
<td>9985.14</td>
<td>37.04</td>
<td>10.56</td>
<td>5.44</td>
<td>37.13</td>
</tr>
</tbody>
</table>

nectedness for Hamiltonian Cycle or changing information (in Directed Independent Dominating Set)).

These case studies paved the way to our technique of solving the QSAT problem, which is PSPACE-complete, but known to be fixed-parameter tractable for a fixed number of quantifier alternations plus treewidth. We developed a dedicated data structure, called nested set of formulae (NSF), where the nestings account for quantifier alternations in the QBF instance, and BDDs compactly store partial assignments to variables in the QBF instance. Despite providing an fpt algorithm, a direct implementation is still infeasible in practice. Hence, we developed various optimizations for our approach. Most importantly, the NSF data structure can be reduced in size by removing redundant nestings or BDDs. The number of elements in an NSF and the maximum size of the BDDs can be balanced by delaying removal of variables from the BDDs. Additionally, checking for unsatisfiability during the tree decomposition traversal allows us to abort the computation earlier.

In our experimental evaluation we compared the developed system dynQBF to state-of-the-art QBF solvers (DepQBF, RAReQS), as well as an earlier BDD-based approach for QBF solving (EBDDRES). Additionally, we analyzed whether the overhead of computing and traversing the tree decomposition pays off (BDD (naive)).

6.2 Discussion

Our approach provides a novel method of specifying dynamic programming algorithms on tree decompositions. They are given as Boolean formula manipulation operations, and define how sets of partial solution candidates are computed (contrary to table-based approaches). Additionally, we shift the challenging task of maintaining an efficient data structure from the algorithm developer to the BDDs, which is natively supported by current ROBDD libraries.

Regarding QBF solving, we also rely on BDDs, but additionally provide algorithms that are required to keep our NSFs compact. Experiments showed the potential of this method for ∀∃-QBFs, revealing that this method appears to be well suited for particular classes of QBFs that are hard to solve for other systems. This is in line with observations for SAT solving,
where resolution-based solving can outperform search (DPLL-like) solving for instances of small width \cite{93}. However, for formulas with more alternations and higher width, further improvements are necessary to be competitive with state-of-the-art solvers. One explanation for the rather poor performance of our method on more involved formulas is that we have not considered any analysis of quantifier dependencies in our algorithm yet.

Different QBF solving techniques have their respective merits on different types of instances. This could be important in the design of portfolio QBF solvers. Additionally, our ideas could help to improve other systems by also taking the structural property treewidth explicitly into account.

### 6.3 Future Work and Open Issues

The current implementation of dynQBF does not include any preprocessing. For instance, simply by splitting large clauses into smaller ones, the width of the decomposition could be reduced. Additionally, the aforementioned analysis of quantifier dependencies could be implemented in a preprocessing step. Besides that, standard techniques (such as blocked clause elimination or equivalence detection) could be added to the system.

Furthermore, we still need a better understanding of the interplay between different variable orderings in the BDDs and the shape of the used decomposition. Since good variable orderings are crucial to keep the size of the BDDs low, we expect that such insights can also lead to significant improvements on certain instances. Furthermore, we could study how the shape of the tree decomposition influences the solving process. Currently, we aim at decompositions that exhibit a low width, but other properties could be important as well. For instance, it could be beneficial to have variables with a high quantification level near the leaf nodes of the tree decomposition.

In principle, techniques from other dynamic programming systems, such as lazy solving \cite{20}, could be adapted and integrated into our approach. Also incremental solving (as e.g. available for DepQBF) could be useful, and be applied, for instance, by dynamically extending the tree decomposition. Furthermore, our ideas of BDD-based dynamic programming could be integrated into other systems.
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