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1. Introduction

Argumentation has evolved as an important field in AI with abstract argumentation frameworks (AFs, for short) as introduced by Dung [20] being its most popular formalization. Meanwhile, a wide range of semantics for AFs has been proposed (for an overview see [4]) and their complexity has been analyzed in depth. Most computational problems in this area are intractable (see e.g. [17,24,26]), but the importance of efficient algorithms for tractable fragments has been clearly recognized (see e.g. [18]). Such tractable fragments are, for instance, symmetric argumentation frameworks [12] or bipartite argumentation frameworks [22].

An interesting approach to dealing with intractable problems comes from parameterized complexity theory and is based on the following observation: Many hard problems become tractable if some problem parameter is bounded by a fixed constant. This property is referred to as fixed-parameter tractability (FPT). One important parameter of graphs is the tree-width, which measures the “tree-likeness” of a graph. Indeed, Dunne [22] showed that many problems in the area of argumentation can be solved in linear time for argumentation frameworks of bounded tree-width. This FPT result was shown via a seminal result by Courcelle [13]. However, as stated in [22], “rather than synthesizing methods indirectly from Courcelle’s Theorem, one could attempt to develop practical direct methods”. The primary goal of this paper is therefore to present new, direct algorithms for certain reasoning tasks in abstract argumentation.

Clearly, the quest for FPT results in argumentation should not stop at the tree-width, and further parameters have to be analyzed. This may of course also lead to negative results. For instance, considering as parameter the degree of an argument (i.e., the number of incoming and outgoing attacks), Dunne [22] showed that reasoning remains intractable, even if decision
problems are given over AFs with at most two incoming and two outgoing attacks. A number of further parameters is however, still unexplored. Hence, the second major goal of this paper is to explore the potential of further parameters for identifying tractable fragments of argumentation. In particular, since AFs are directed graphs, it is natural to consider directed notions of width to obtain larger classes of tractable AFs. To this end, we investigate the effect of bounded cycle-rank [28] on reasoning in AFs. We show that reasoning remains intractable even if we only consider AFs of cycle-rank 2. Actually, many further directed notions of width exist in the literature. However, it has been recently shown [6,33,31] that problems which are hard for bounded cycle-rank remain hard when several other directed variants of the tree-width are bounded. A notable exception is the related notion of clique-width [14] which (in contrast to tree-width) can be directly extended to directed graphs. Moreover, meta-theorems for clique-width [15] show that Dunne’s result on tractability with respect to bounded tree-width extend to AFs of bounded clique-width (for details, we refer to [27]).

Still, the main focus of this paper is on novel algorithms for decision problems defined over the so-called preferred semantics of AFs. Roughly speaking, the preferred extensions of an AF are maximal admissible sets of arguments, where admissible means that the selected arguments defend themselves against attacks. To be more precise, we present here algorithms for the following three decision problems.

- Credulous acceptance: deciding whether a given argument is contained in at least one preferred extension of a given AF.
- Skeptical acceptance: deciding whether a given argument is contained in all preferred extensions of a given AF.
- Ideal acceptance: deciding whether a given argument is contained in an admissible set which itself is a subset of each preferred extension of a given AF.

The problem of ideal acceptance is better known as ideal semantics [21]. To the best of our knowledge, FPT results for ideal semantics have not been established yet, thus the algorithm that we present in the paper provides such a result as a by-product (one could alternatively use Courcelle’s meta-theorem to obtain that result). By its very nature, the running times of our novel algorithms will heavily depend on the tree-width of the given AF, but are linear in the size of the AF. Thus for AFs of small tree-width, these algorithms are expected to be preferable over standard algorithms from the literature (see e.g. [19,38]).

One reason why we have chosen the preferred semantics for our work here is that it is widely used. Moreover, admissibility and maximality are prototypical properties common in many other semantics, for instance complete and stable [20], stage [43], and semi-stable [10] semantics. Hence, we expect that the methods developed here can also be extended to other semantics.

1.1. Summary of results

- We first prove some negative results: we show that reasoning remains intractable in AFs of bounded cycle-rank [28].
  As has been mentioned above, this negative result carries over to many other directed notions of width. We also show that the problem of skeptical acceptance is coNP-complete for AFs of cycle-rank 1.
- We develop a dynamic programming approach to characterize admissible sets of AFs. The time complexity of our algorithm is linear in the size of the AFs (as expected by Courcelle’s Theorem) with a multiplicative constant that is single exponential in the tree-width (which is in great contrast to algorithms derived via Courcelle’s Theorem). This algorithm can be directly used to decide the problem of credulous acceptance.
- This dynamic programming algorithm is then extended so as to cover also the preferred semantics, and thus to decide skeptical acceptance.
- We finally show how to further adapt this algorithm to decide ideal acceptance.

1.2. Structure of the paper

In Section 2, we recall some basic notions and results on AFs and discuss some width-measures for graphs. We then show in Section 3 some negative results for reasoning in AFs where some parameters of directed graphs are bounded. In Section 4.1, we first develop a dynamic programming approach for credulous acceptance in AFs of bounded tree-width. This algorithm is then extended to cover also preferred semantics in Section 4.2 and adapted to ideal acceptance in Section 4.3. Section 5 provides some final conclusions as well as pointers to related and future work.

2. Background

In this section, we first introduce argumentation frameworks and then some graph measures we want to investigate for such frameworks.

2.1. Argumentation frameworks

We start by introducing (abstract) argumentation frameworks [20], and then recall the preferred as well as the ideal semantics for such frameworks. Afterwards, we highlight some known complexity results for typical decision problems associated to such frameworks.
**Definition 1.** An argumentation framework (AF) is a pair \( F = (A, R) \) where \( A \) is a set of arguments and \( R \subseteq A \times A \) is the attack relation. We sometimes use the notation \( a \rightarrow b \) instead of \((a, b) \in R\), in case no ambiguity arises. Further, for \( S \subseteq A \) and \( a \in A \), we write \( S \rightarrow a \) (resp. \( a \rightarrow S \)) if there exists \( b \in S \), such that \( b \rightarrow a \) (resp. \( a \rightarrow b \)). An argument \( a \in A \) is defended by a set \( S \subseteq A \) if for each \( b \in A \), such that \( b \rightarrow a \), also \( S \rightarrow b \) holds. Finally, for a set \( S \subseteq A \) we define \( S^\circ = \{ b \in A \mid S \rightarrow b \} \).

An AF can naturally be represented as a directed graph.

**Example 1.** Let \( F = (A, R) \) with \( A = \{ a, b, c, d, e, f, g \} \) and \( R = \{ (a, b), (c, b), (c, d), (d, c), (d, e), (e, g), (f, e), (g, f) \} \). The graph representation of \( F \) is given as follows.

\[ a \rightarrow b \rightarrow c \rightarrow d \rightarrow e \rightarrow f \rightarrow g \]

We continue with a few basic concepts and the definition of preferred extensions as introduced in Dung’s seminal paper [20] as well as the concept of ideal sets as proposed by Dung, Mancarella and Toni [21].

**Definition 2.** Let \( F = (A, R) \) be an AF. A set \( S \subseteq A \) is conflict-free (in \( F \)), if there are no \( a, b \in S \), such that \((a, b) \in R \). A set \( S \subseteq A \) is admissible for \( F \), if \( S \) is conflict-free in \( F \) and each \( a \in S \) is defended by \( S \) in \( F \). We denote the collection of all admissible extensions of \( F \) by \( \text{adm}(F) \).

**Definition 3.** Let \( F = (A, R) \) be an AF. A set \( S \subseteq A \) is a preferred extension of \( F \), if \( S \) is a maximal (w.r.t. subset inclusion) admissible set for \( F \). We denote the collection of all preferred extensions of \( F \) by \( \text{pref}(F) \).

**Definition 4.** Let \( F = (A, R) \) be an AF. A set \( S \subseteq A \) is called ideal for \( F \), if \( S \in \text{adm}(F) \) and \( S \) is a subset of all preferred extensions (i.e., \( S \subseteq \bigcap_{P \in \text{pref}(F)} P \)). We denote the collection of all ideal sets of \( F \) by \( \text{ideal}(F) \).

An admissible set \( S \) is called complete, if each argument defended by \( S \) is contained in \( S \). It was shown in [21] that each AF \( F \) possesses a unique maximal ideal set (called the ideal extension of \( F \)) and that this set is also a complete extension of \( F \).

**Example 2.** For the AF \( F \) in Example 1, we get as admissible sets \( \{ \} \), \( \{ a \} \), \( \{ c \} \), \( \{ d \} \), \( \{ g \} \), \( \{ a, c \} \), \( \{ a, d \} \), and \( \{ a, d, g \} \). Consequently, \( \text{pref}(F) = \{ \{ a, c \}, \{ a, d, g \} \} \) and moreover, \( \text{ideal}(F) = \{ \{ a \} \} \). Thus, \( \{ a \} \) is the ideal extension of \( F \).

Next, we recall the complexity of reasoning over preferred and ideal extensions. To this end, we define the decision problems of credulous acceptance (CA), skeptical acceptance (SA) and ideal acceptance (ID) which have as input an AF \( F = (A, R) \) and an argument \( a \in A \):

- **CA:** Is \( a \) contained in some \( S \in \text{pref}(F) \)?
- **SA:** Is \( a \) contained in each \( S \in \text{pref}(F) \)?
- **ID:** Is \( a \) contained in some \( S \in \text{ideal}(F) \)?

Note that the problem ID is equivalent to deciding whether \( a \) is contained in the ideal extension of \( F \).

It is known that CA is NP-complete, while SA is \( \Pi^P_2 \)-complete (see [17,24]). The reason why CA is located on a lower level of the polynomial hierarchy compared to SA, is the fact that it is sufficient to check whether \( a \) is contained in at least one admissible set for the given AF \( F \). Then \( a \) is also contained in a preferred extension of \( F \). In other words, the maximality requirement of preferred extensions does not come into play for CA. For SA, the situation is different, and maximality has to be taken into account, leading to an additional source of complexity. The exact complexity of ID is still an open problem\(^1\) but for the lower bound it is known that ID is coNP-hard and as an upper bound membership in \( \Theta^P_2 \) has been shown (see [23]). Hence, under usual complexity-theoretic assumptions SA is harder to decide than CA and ID. Moreover, the analysis in [23] suggests that ID might be mildly harder than CA. As we will see later, these theoretical observations are to some extent mirrored by the running times of our algorithms.

### 2.2. Parameters for graphs

We review several notions of parameters for graphs (both directed and undirected). One of the most important concepts for fixed-parameter tractability on graphs is the tree-width, which was introduced by Robertson and Seymour [40].

---

\(^1\) To be more precise, [23] gives an exact \( \Theta^P_2 \)-hardness lower bound in terms of randomized reductions. The open aspect of the problem is thus whether the random element in this reduction can be eliminated in order to obtain \( \Theta^P_2 \)-hardness under the standard polynomial-time many-one reductions.
graphs which have bounded tree-width. Dunne [22] used this result to show fixed-parameter tractability of the problems which can be expressed in Monadic Second-Order Logic, can be decided in linear time (w.r.t. to the size of the graph) for particular, Courcelle’s Theorem [13] provides a powerful tool to obtain such results. It states that any property over graphs shows a tree decomposition of width 2 for the AF from Example 1 (when considered as an undirected graph).

Definition 6. Let \( G = (V, E) \) be an undirected graph. A tree decomposition of \( G \) is a pair \((T, \mathcal{X})\) where \( T = (V_T, E_T) \) is a tree and \( \mathcal{X} = (X_t)_{t \in V_T} \) is a set of so-called bags, which has to satisfy the following conditions:

1. \( \bigcup_{t \in V_T} X_t = V \), i.e. \( \mathcal{X} \) is a cover of \( V \),
2. for each \( v \in V \), \( T_{| \{t \mid v \in X_t\}} \) is connected,
3. for each \( \{v_i, v_j\} \in E \), \( \{v_i, v_j\} \subseteq X_t \) for some \( t \in V_T \).

The width of such a tree decomposition is given by \( \max\{\text{card}(X_t) \mid t \in V_T\} - 1 \). The tree-width of a graph \( G \) is the minimum width over all tree decompositions of \( G \).

As already mentioned, the concept of tree-width is defined for undirected graphs but can also be applied to directed graphs and thus to AFs.

Definition 6. Let \( F = (A, R) \) be an AF. A tree decomposition of the undirected graph \((A, R')\) where \( R' \) contains the edges of \( R \) without orientation is called a tree decomposition of \( F \). The tree-width of an AF \( F \) is given by the minimum width over all tree decompositions of \( F \).

It was shown by Bodlaender [7] that, for fixed \( w \geq 1 \), it can be decided in linear time whether a graph has tree-width at most \( w \). Moreover, in case of a positive answer, a tree decomposition of width \( w \) can be computed in linear time. Fig. 1 shows a tree decomposition of width 2 for the AF from Example 1 (when considered as an undirected graph).

Many NP-hard problems on graphs have been shown to be linear time computable on graphs of bounded tree-width. In particular, Courcelle’s Theorem [13] provides a powerful tool to obtain such results. It states that any property over graphs which can be expressed in Monadic Second-Order Logic, can be decided in linear time (w.r.t. to the size of the graph) for graphs which have bounded tree-width. Dunne [22] used this result to show fixed-parameter tractability of the problems CA and SA for the parameter tree-width.

However, there is a certain problem when using tree-width in the area of directed graphs. In fact, there are many digraphs which we intuitively consider as simply structured but already have high tree-width. As an example consider the acyclic digraphs of the form \( (n \geq 1) \)

\[
G_n = \left\{ \{a_1, \ldots, a_n\}, \left\{ (a_i, a_j) \mid 1 \leq i < j \leq n \right\} \right\}. \tag{1}
\]

For \( n = 5 \), \( G_n \) looks as follows:

\[
\begin{array}{c}
\text{a}_1 \\
\text{a}_2 \\
\text{a}_3 \\
\text{a}_4 \\
\text{a}_5
\end{array}
\]

Seen as undirected graph, each \( G_n \) turns into a clique of size \( n \). Thus, the tree-width of the graphs \( G_n \) (with increasing \( n \)) cannot be bounded by a constant.

As AFs are directed graphs, it seems natural to consider parameters exclusively defined for digraphs. Indeed, many such measures exist like directed tree-width [35], DAG-width [6] or Kelly-width [33]. An old but particularly interesting parameter, which we shall focus on here, is cycle-rank [28]. One reason why there are many different such notions is due to the fact that, so far, no analogue to Courcelle’s Theorem which is comparably general has been found for digraph problems.2

Before giving the definition of cycle-rank, we recall some basic definitions: we call a graph acyclic, if it does not contain a cycle going through distinct vertices. In other words, self-loops are not considered as cycles. A directed graph is strongly connected, if each vertex is reachable from any other vertex in this graph. Finally, a strongly connected component (SCC) of a graph \( G \) is an induced subgraph \( G[S] \) of \( G \) such that \( S \) is maximal with the property that \( G[S] \) is strongly connected.

\[2\] As mentioned in the introduction, (directed) clique-width is a notable exception; we again refer to [27] for a more detailed discussion.
Definition 7. Let $G = (V, E)$ be a directed graph. The cycle-rank $r(G)$ of $G$ is defined as follows: an acyclic graph has $r(G) = 0$; if $G$ is strongly connected then $r(G) = 1 + \min_{v \in V} r(G[V \cup \{v\}])$. If $G$ is not strongly connected, then $r(G)$ is the maximum cycle-rank among all SCCs of $G$.

Intuitively, the cycle-rank corresponds to the maximum recursion depth of a procedure which — in each call — eliminates one node per SCC until we have an acyclic graph. Note that the graphs $G_n$ of the form (1) are acyclic and, thus, have cycle-rank 0 for any $n$.

The cycle-rank is of particular interest because recent results [6,31,33] showed that problems which are hard for bounded cycle-rank also remain hard when some of the other aforementioned parameters are bounded. Indeed, in Section 3 we shall prove several intractability results for AFs with bounded cycle-rank. These intractability results thus immediately carry over to the other parameters for directed graphs.

For a similar intractability result, Dunne [22] has recently shown that CA and SA remain intractable for AFs with bounded in- and out-degree. The following example illustrates that the class of graphs with bounded cycle-rank is incomparable with the class of graphs with bounded in- and out-degree.

**Example 3.** Let $(H_n = (V_n, E_n))_{n \geq 1}$ be a family of directed graphs with $V_n = \{x_1, x_2, \ldots, x_n, y_1, y_2, \ldots, y_n\}$ and $E_n = \{(x_i, y_i), (y_i, x_i) \mid 1 \leq i \leq n\} \cup \{(x_i, x_{i+1}), (y_i+1, y_i) \mid 1 \leq i \leq n-1\}$. As an example, the graph $H_5$ looks as follows:

![Diagram](image)

It is easy to see that the in- and out-degrees of these graphs are bounded by 2, but that these graphs are of arbitrary cycle-rank.

As another example, let $(I_n = (V_n, E_n))_{n \geq 1}$ be the family of directed graphs with $V_n = \{x_1, \ldots, x_n, x\}$ and $E_n = \{(x_1, x), (x_i, x) \mid 1 \leq i \leq n\}$. The graph $I_5$ looks as follows:

![Diagram](image)

Each graph $I_n$ has cycle-rank 1, but the graphs of form $I_n$ which have arbitrary in- and out-degree.

### 3. Parameters for directed graphs – negative results

#### 3.1. Bounded cycle-rank

We continue to prove that NP-hardness for CA holds, even if we restrict ourselves to AFs with bounded cycle-rank. We employ the reduction from [17] which maps each instance (i.e. a CNF formula) of the NP-hard problem SAT to an argumentation framework.

**Definition 8.** Given a CNF formula $\Phi = \bigwedge_{j=1}^m C_j$ with $C_j$ being clauses over variables $Z$, define $F_{\Phi} = (A, R)$ with

\[
A = \{\Phi, C_1, \ldots, C_m\} \cup Z \cup \bar{Z},
\]

\[
R = \{(C_j, \Phi) \mid 1 \leq j \leq m\} \cup \{(z, \bar{z}), (\bar{z}, z) \mid z \in Z\}
\]

\[
\cup \{(z, C_j) \mid z \text{ occurs in } C_j, 1 \leq j \leq m\} \cup \{\bar{z}, C_j) \mid \bar{z} \text{ occurs in } C_j, 1 \leq j \leq m\}
\]

where $\bar{Z} = \{\bar{z} \mid z \in Z\}$ is a set of fresh arguments.

**Example 4.** Consider the CNF formula

\[
\Phi = (z_1 \lor z_2 \lor z_3) \land (\lnot z_2 \lor \lnot z_3 \lor \lnot z_4) \land (\lnot z_1 \lor z_2 \lor z_4).
\]

Fig. 2 illustrates the corresponding AF $F_{\Phi}$.

For any CNF formula $\Phi$, $F_{\Phi}$ can be constructed in polynomial time, and $\Phi$ is satisfiable iff argument $\Phi$ is credulously accepted in $F_{\Phi}$. This gives the NP-hardness for CA, first shown by Dimopoulos and Torres [17] and later rephrased in terms of AFs by Dunne and Bench-Capon [24]. We strengthen this result as follows.
Fig. 2. AF $F_\Phi$ for CNF formula $\Phi$ in Example 4.

Fig. 3. AF $G_\Psi$ for QBF $\Psi$ in Example 5.

Theorem 1. CA is NP-hard, even if the problem is restricted to AFs of cycle-rank 1.

Proof. As discussed above, AFs $F$ of the form given in Definition 8 provide us with a valid reduction from SAT to CA. To prove the assertion it is thus sufficient to show that for each CNF formula $\Phi$, the corresponding AF $F$ has at most cycle-rank 1. Indeed, such an AF $F$ has the following SCCs: $F_{[z,\bar{z}]}$ for each $z \in Z$ and the singletons $C_1, \ldots, C_m$, and $\Phi$. Obviously, components $F_{[z,\bar{z}]}$ have cycle-rank 1 and all other components have cycle-rank 0. Hence, each $F$ constructed following Definition 8 has cycle-rank 1.

We now turn our attention to the $\Pi_2^P$-hard problem SA. The following reduction from QBFs to AFs is used in [24].

Definition 9. Given a QBF $\Psi = \forall Y \exists Z \bigwedge_{j=1}^{m} C_j$ with $C_j$ being clauses over variables $X = Y \cup Z$. We define the AF $G_\Psi = (A, R)$ with

$$A = \{\Psi, C_1, \ldots, C_m\} \cup X \cup \bar{X} \cup \{b_1, b_2, b_3\},$$

$$R = \{(C_j, \Psi) \mid 1 \leq j \leq m\} \cup \{(x, \bar{x}), (\bar{x}, x) \mid x \in X\}$$

$$\cup \{(x, C_j) \mid x \text{ occurs in } C_j, \ 1 \leq j \leq m\} \cup \{\bar{x}, C_j \mid \bar{x} \text{ occurs in } C_j, \ 1 \leq j \leq m\}$$

$$\cup \{(\Psi, b_1), (\Psi, b_2), (\Psi, b_3)\} \cup \{(b_1, b_2), (b_2, b_3), (b_3, b_1)\} \cup \{(b_1, z), (b_1, \bar{z}) \mid z \in Z\}$$

where $\bar{X} = \{\bar{x} \mid x \in X\}$ is a set of fresh arguments.

Example 5. Consider the QBF

$$\Psi = \forall y_1y_2\exists z_3z_4(y_1 \lor y_2 \lor z_3) \land (\neg y_2 \lor \neg z_3 \lor \neg z_4) \land (\neg y_1 \lor y_2 \lor z_4).$$

In Fig. 3, we depict the corresponding AF $G_\Psi$.

As shown by Dunne and Bench-Capon [24], the following holds for each QBF $\Psi$ of the above form: $\Psi$ is valid iff argument $\Psi$ is contained in each $S \in \text{pref}(G_\Psi)$. Since $G_\Psi$ can be constructed from $\Psi$ in polynomial time, this showed $\Pi_2^P$-hardness of the problem SA. We strengthen this result as follows.

Theorem 2. SA is $\Pi_2^P$-hard, even if the problem is restricted to AFs of cycle-rank 2.
Proof. We can proceed similarly as in the proof of Theorem 1. Moreover, we are allowed to restrict ourselves to QBFs $\Phi$ of the form $\forall Y \exists Z \bigwedge_{j=1}^{m} C_j$ where each $C_j$ contains at least one occurrence of an atom from $Z$; the validity problem for such QBFs obviously remains $\Pi^P_2$-hard. Each AF $G$ according to Definition 9 has the following SCCs:

- $G_{\{y, \bar{y}\}}$ for each $y \in Y$;
- $G_{S}$ for $S = \{z, \bar{z} \mid z \in Z\} \cup \{C_1, \ldots, C_m, \Phi, b_1, b_2, b_3\}$.

Components $G_{\{y, \bar{y}\}}$ have cycle-rank 1, and $H = G_{S}$ has cycle-rank 2. This can be seen as follows: Removing $\Phi$ leads to SCCs $H_{\{z, \bar{z}\}}$ (for each $z \in Z$), $H_{\{b_1, b_2, b_3\}}$, and singletons $C_1, \ldots, C_m$. All these have cycle-rank 1 or 0.

We now turn our attention to the coNP-hard problem ID. The following reduction from CNF formulas to AFs is a slightly modified version of that given by Dunne [23].

Definition 10. Given a formula $\Phi = \bigwedge_{j=1}^{m} C_j$ in CNF over variables $Z$. We define the AF $H_\Phi = (A, R)$ with

- $A = \{\Phi, C_1, \ldots, C_m\} \cup Z \cup \bar{Z} \cup \{\Psi\}$,
- $R = \{(C_j, \Phi) \mid 1 \leq j \leq m\} \cup \{(z, \bar{z}) \mid z \in Z\} \cup \{(z, C_j) \mid z \text{ occurs in } C_j, 1 \leq j \leq m\} \cup \{(\bar{z}, C_j) \mid \neg z \text{ occurs in } C_j, 1 \leq j \leq m\} \cup \{(\Psi, \Phi), (\Phi, \Psi)\}$

where $\bar{Z} = \{\bar{z} \mid z \in Z\}$ is a set of fresh arguments.

Example 6. Recall the CNF formula $\Phi$ from Example 4, i.e.

$$\Phi = (z_1 \lor z_2 \lor z_3) \land (\neg z_2 \lor \neg z_3 \lor \neg z_4) \land (\neg z_1 \lor z_2 \lor z_4).$$

Fig. 4 illustrates the corresponding AF $H_\Phi$.

As shown by Dunne [23], the following holds for each formula $\Phi$ of the above form: $\Phi$ is unsatisfiable iff the argument $\Psi$ is contained in the ideal extension.$^3$ Since $H_\Phi$ can be constructed from $\Phi$ in polynomial time, coNP-hardness of the problem ID follows. We strengthen this result as follows.

Theorem 3. ID is coNP-hard, even if the problem is restricted to AFs of cycle-rank 1.

Proof. We can proceed similar as in the proofs of Theorems 1 and 2. Let $H$ be an arbitrary AF which follows Definition 10. Then $H$ has the following SCCs: $H_{\{z, \bar{z}\}}$ for each $z \in Z$, the singletons $C_1, \ldots, C_m$, and $H_{\{\Phi, \Psi\}}$. Each of these components either has cycle-rank 1 or cycle-rank 0 and thus each $H$ constructed following Definition 10 has cycle-rank 1.

Theorems 1–3 show that the parameter cycle-rank is not applicable for fixed-parameter tractability of the considered problems. However, these theorems leave some room for potential tractable fragments. First, consider the class of AFs of cycle-rank 0. By definition this is the class of acyclic AFs and it is well known that the acceptance problems under

$^3$ We note that the proof given by Dunne also works for our slightly modified reduction.
consideration are tractable for acyclic AFs (there is a single preferred extension which coincides with the so-called grounded extension – for details see [20]). It thus remains to classify the complexity of skeptical acceptance for AFs of cycle-rank 1. Using the reduction to the AF $H_{\Phi}$ from Definition 10, we immediately get that this problem is still coNP-hard, i.e. it does not form a tractable fragment in the usual sense. Nevertheless, we next show that also coNP membership holds for skeptical acceptance when restricted to AFs of cycle-rank 1. Hence, this fragment turns out to be computationally easier, bearing in mind that $\text{SA}$ is $\Pi^P_2$-complete in general.

**Theorem 4.** $\text{SA}$ is in coNP for AFs of cycle-rank 1.

**Proof.** To prove $\text{SA} \in \text{coNP}$ we provide a polynomial-time algorithm for verifying that a given set is a preferred extension. Then one can build a coNP algorithm for $\text{SA}$ by deciding its complement by a standard guess and check approach. To verify whether a set $E$ is a preferred extension of an AF $F = (A, R)$ we first compute the SCCs and build a linear order $S_1, \ldots, S_m$ of the SCCs which respects the partial order given by the attacks between different components, i.e. for $i < j$ we have that $S_j \not\rightarrow S_i$. Note that both the identification of SCCs and obtaining such a linear order can be done in polynomial time by depth-first search. Now one can decide the verification problem by considering each SCC separately starting with $S_1$ and then following the linear ordering. Therefore, we use a multi-labeling $\mathcal{M} : V_S \rightarrow 2^{\{\text{in}, \text{def}, \text{undec}\}}$ which maps vertices to sets of labels, as well as ordinary labelings $\mathcal{L} : V_S \rightarrow \{\text{in}, \text{def}, \text{undec}\}$ (see [11]). Intuitively such a labeling corresponds to an extension in the following way: an argument is labeled $\text{in}$ if it is in the extension. An argument is labeled $\text{def}$ if it is not in the extension and attacked by some argument in the extension. Intuitively, the label $\text{undec}$ indicates that the extension is “defended” against potential attacks from this argument. Finally, an argument is labeled $\text{undec}$ if it is neither in the extension nor attacked by an argument in the extension. Intuitively, the label $\text{undec}$ indicates that the status of this argument is in a sense “undecided” yet.

The multi-labeling will be used as a certain form of initialization of the currently considered SCC $S_j$ (for $j > 1$ this might take results from SCCs $S_i$ with $i < j$ into account); ordinary labelings are then obtained from $\mathcal{M}$ by taking a designated argument as a starting point and are finally compared to the candidate $E$.

The verification algorithm (see also Example 7 below for illustration) for a given AF $F = (A, R)$ with linearly ordered SCCs $S_1, \ldots, S_m$ and a set of arguments $E$ is as follows and loops over $j$ with $1 \leq j \leq m$.

1. First, initialize a multi-labeling $\mathcal{M}_j$ with $\mathcal{M}_j(a) = \{\text{in}, \text{def}, \text{undec}\}$, for all vertices $a$ in $S_j$. For each argument $(a, b)$ in $F$ with $a \in S_i$, $b \in S_j$ and $i < j$, we set
   
   $\mathcal{M}_j(b) := \mathcal{M}_j(b) \setminus \{\text{in}, \text{def}\}$ if $a \in E$,
   
   $\mathcal{M}_j(b) := \mathcal{M}_j(b) \setminus \{\text{in}\}$ if $a \notin E$ and $b \not\rightarrow a$.

2. Identify an argument $x \in S_j$ such that $S_j \setminus \{x\}$ is acyclic.

3. Compute a labeling $\mathcal{L}_j$ for each label $l \in \mathcal{M}_j(x)$ as follows: $\mathcal{L}_j(x) = l$ and for all vertices $a \neq x$ in $S_j$:
   
   $\mathcal{L}_j(a) = \begin{cases} 
   \text{in} & \text{if } \exists b \in S_j : b \not\rightarrow a \Rightarrow \mathcal{L}_j(b) = \text{def}, \\
   \text{def} & \text{if } \mathcal{M}_j(a) = \{\text{def}\} \text{ or } \exists b \in S_j : \mathcal{L}_j(b) = \text{in} \land b \not\rightarrow a, \\
   \text{undec} & \text{otherwise.}
   \end{cases}$

4. Verify the status of the selected argument $x$ in labelings $\mathcal{L}_j$:
   
   - $\mathcal{L}_j^{\text{in}}$ is valid iff $\forall b \in S_j : b \not\rightarrow x \Rightarrow \mathcal{L}_j(b) = \text{def}$;
   
   - $\mathcal{L}_j^{\text{def}}$ is valid iff $\exists b \in S_j : \mathcal{L}_j(b) = \text{in} \land b \not\rightarrow x$;
   
   - $\mathcal{L}_j^{\text{undec}}$ is valid anyway.

   Let $L_j$ be the set of valid labelings for $S_j$.

5. Define

   $L_j^* = \begin{cases} 
   L_j & \text{if } L_j = \{\mathcal{L}_j^{\text{def}}\}, \\
   L_j \setminus \{\mathcal{L}_j^{\text{undec}}\} & \text{otherwise.}
   \end{cases}$

6. Verification: Reject, if there is no $\mathcal{L} \in L_j^*$ such that for all vertices $a$ in $S_j$ it holds that $\mathcal{L}(a) = \text{in}$ iff $a \in E$; otherwise continue with the next SCC.

If the above algorithm terminates without rejecting $E$, then $E$ is a preferred extension.

To show the correctness of the verification algorithm we exploit the following result from [5] (Proposition 41): For $E \subseteq A$ it holds that $E \in \text{pref}(F)$ iff for each SCC $S$ of $F$ it holds that $E \cap S$ is the $\sqsubseteq$-maximal admissible set of $(S \setminus (E \setminus S)^\uparrow, R \cap S \times S)$ satisfying that no argument is attacked by $A \setminus (S \cup E^\uparrow)$.

Our algorithm iterates over all SCCs $S_j$ testing the above conditions for $E$ being preferred. In Step 1 for each argument $b \in S \cap (E \setminus S)^\uparrow$ we set $\mathcal{M}_j(b) := \{\text{def}\}$ excluding argument $b$ from having any effect in the subsequent computation, i.e.
restricting the set $S$ to $S \setminus (E \setminus S)^\circ$. Moreover, for each argument $b$ attacked by $A \setminus (S \cup E^\circ)$ we exclude $b$ from the possible labels for $b$, implementing that $b$ cannot be contained in the admissible sets.

The Steps 2–5 are used to compute these $\subseteq$-maximal admissible sets. In Step 2 we use the fact that, by definition, $cr(F) \leq 1$ iff for each SCC $S = (A_S, R_S)$ of $F$, there is an argument $x \in A_S$, such that $S|_{A_S|x}$ is acyclic. We note that this can be easily done in polynomial time. In Steps 3–4 we compute all labelings that are (i) admissible and (ii) are candidates for being $\subseteq$-maximal. By definition of a labeling we have that an argument is labeled $\text{def}$ iff it is attacked by an argument labeled in (the condition $M_j(a) = \text{def}$) just ignores arguments in $S \cap (E \setminus S)^\circ$. By (i) we have that if an argument is labeled in it has to be defended, i.e. all of its attackers have to be labeled $\text{def}$ [11]. Further by (ii) we have that each argument defended by an extension and not attacked by $A \setminus (S \cup E^\circ)$, actually has to be in an extension. We obtain the conditions to compute $L^j_i(a)$. Note that given the label of the selected argument $x$, we can compute the labels of all other arguments in $S_j$ by a finite recursion (due to the fact that the SCC without $x$ is acyclic).

However, in Step 4 we have to check whether the computed labels are compatible with the label of $x$, i.e. we have to verify if the computed label is really a recursion admissible labeling. For the case where we labeled $x$ with in, we have to check whether $x$ is defended with respect to labeling $L^j_i$. Similar, for $l = \text{def}$, we have to check whether $x$ is attacked.

In Step 5 we address the $\subseteq$-maximality of the valid labelings. The extensions corresponding to $L^\text{in}_j$, $L^\text{def}_j$ are clearly not in $\subseteq$-relation as one contains $x$ and the other extension contains at least one attacker of $x$. On the other hand, we have that in the recursion in Step 3, switching a $\text{def}$ or in label to $\text{undec}$ never gives rise to a new $\text{in}$ or $\text{def}$ label. Hence, the extension corresponding to $L^\text{undec}_j$ is in $\subseteq$-relation to the extensions corresponding to $L^\text{in}_j$ and resp. $L^\text{def}_j$ and as it neither contains the argument $x$ nor an attacker of $x$ they are also in $\subseteq$-relation. Hence if $L^\text{in}_j$ and $L^\text{def}_j$ are admissible labelings then $L^\text{undec}_j$ is not maximal.

Finally in Step 6 we test whether $E \cap S$ corresponds to one of the maximal admissible sets.

**Example 7.** For illustration of this algorithm consider the AF $F = ((a, b, c, d, e), \{(a, b), (b, c), (c, d), (d, e), (e, b))\}$ and the set $E = \{a, c\}$.
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We have two SCCs $S_1 = F|_{\{a\}}$ and $S_2 = F|_{\{b, c, d, e\}}$. First we apply our algorithm to $S_1$. Since $S_1$ is an initial SCC, its multi-labeling is given by $M_1(a) = (\text{in}, \text{def}, \text{undec})$. $S_1$ has only one argument, we thus select $x = a$ in Step 2 and get the following three labelings $L^\text{in}_1(a) = \text{in}$, $L^\text{def}_1(a) = \text{def}$ and $L^\text{undec}_1(a) = \text{in}$ in Step 3. As there is no argument attacking $a$, $L^\text{def}_1(a)$ is not valid (Step 4). In Step 5, we obtain $L^*_1 = (L^\text{in}_1, L^\text{undec}_1) \setminus \{L^\text{undec}_1\} = \{L^\text{in}_1\}$. As $a \in E$ and $L^\circ_1 = \text{in}$, we now have that $E$ is valid on $S_1$ and we thus continue the algorithm with SCC $S_2$.

For the multi-labeling $M_2$ we have that $M_2(c) = M_2(d) = M_2(e) = (\text{in}, \text{def}, \text{undec})$ and $M_2(b) = \{\text{def}\}$. The latter equality holds because $a \in E$ and $a \leftrightarrow b$. In the next step we have four options for argument $x$ to make $S_2$ acyclic. Let us consider $x = d$. We compute three labelings $L^\text{in}_2, L^\text{def}_2$ and $L^\text{undec}_2$. They are given as follows:

- $L^\text{in}_2(b) = \text{def}$, $L^\text{in}_2(c) = \text{in}$, $L^\text{in}_2(d) = \text{in}$, $L^\text{in}_2(e) = \text{def}$,
- $L^\text{def}_2(b) = \text{def}$, $L^\text{def}_2(c) = \text{in}$, $L^\text{def}_2(d) = \text{def}$, $L^\text{def}_2(e) = \text{in}$,
- $L^\text{undec}_2(b) = \text{def}$, $L^\text{undec}_2(c) = \text{in}$, $L^\text{undec}_2(d) = \text{undec}$, $L^\text{undec}_2(e) = \text{undec}$.

The labeling $L^\text{in}_2$ is not valid, because of the fact that $c \rightarrow d$ and $L^\text{in}_2(c) = \text{in}$. Hence we have that $L^*_2 = \{L^\text{def}_2\}$. Now, since $L^\text{def}_2(e) = \text{in}$ but $e \notin E$, $E$ is rejected by the algorithm.

It is easy to see that $\{a, c, e\}$ is the only set that would be accepted by the algorithm, which mirrors the fact that $\{a, c, e\}$ is the only preferred extension of $F$.

**Remark.** The problem $\text{SA}$ is closely related to the problem of deciding whether an AF is coherent [24], that is checking whether the stable and preferred extensions of the AF coincide. Stable extensions of an AF $(A, R)$ are defined as conflict-free sets $S \subseteq A$ such that $S$ attacks each argument from $A \setminus S$. In general, deciding whether an AF is coherent is $\Pi_2^P$-complete, which can be shown using the reduction $G_{\Phi}$ [24]. Hence the problem clearly remains $\Pi_2^P$-hard for AFs of cycle-rank 2, but one might be interested whether this problem also becomes easier for cycle-rank 1.

In the proof of Theorem 4 we have shown that for AFs of cycle-rank 1 one can decide in polynomial time whether a given set is a preferred extension. This gives rise to a simple $\text{coNP}$ algorithm for deciding coherence of an AF. First, non-deterministically guess a set $E$ and then perform a polynomial-time test whether $E$ is a preferred extension and whether $E$ is a stable extension. If $E$ is preferred and not stable one has found a counter-example for coherence. Moreover, $\text{coNP}$-hardness can be shown by using the reduction $H_{\phi} \cup (\{b\}, \{(\Phi, b), (b, b))\}$. 

3.2. Further directed graph measures

In this section we extend our hardness results to some popular parameters for directed graphs, namely for directed tree-width, DAG-width, Kelly-width, and directed path-width. We first review the definition of directed tree-width [35]. Hereby, the so-called arboreal decomposition is built similarly to a tree decomposition: an arboreal decomposition also consists of a tree and “bags”, i.e., sets of vertices of the graph that we want to decompose. However, in contrast to tree decompositions of undirected graphs, the bags in an arboreal decomposition can be used both as vertex labels and as edge labels in the tree. The bags used as vertex labels build a partition of the vertices of the original graph. The bags used as edge labels are vertex sets that concern the subtree rooted at the target vertex of the associated edge; in particular they isolate the subgraph induced by the union of the vertex bags in this subtree. This means that every path which starts and ends – but leaves the subgraph – comes across a vertex which is in the edge bag.

The following definition makes these concepts formal. It is convenient to introduce the following notation first. For $t \in V_T$ and $e = (u, v) \in E_T$ we write $t \to e$ iff $v = t$ or there exists a path from $v$ to $t$ in $T$. Moreover, for $e = (u, v) \in E_T$, we use the term $e \sim t$ to denote that either $u = t$ or $v = t$ holds.

**Definition 11.** Let $G = (V, E)$ be a directed graph. An arboreal decomposition of $G$ is a tuple $(T, X, Y)$ where $T = (V_T, E_T)$ is a directed tree with a unique root and $X = (X_t)_{t \in V_T}$, $Y = (Y_e)_{e \in E_T}$ are families of subsets of $V$, such that

1. $X$ is a partition of $V_G$ into non-empty sets;
2. for each $e \in E_T$, there is no directed path in $G_{V \setminus Y_e}$ with first and last vertex in $X_{>e} := \bigcup\{X_t \mid t > e\}$ that contains a vertex in $V \setminus (Y_e \cup X_{\geq e})$.

The width of an arboreal decomposition is $\max_{e \in V_T} \{\text{card}(X_t \cup \bigcup_{e \sim t} Y_e)\} - 1$. The directed tree-width of $G$ (denoted as $dtw(G)$) is the smallest width of any arboreal decomposition.

**Example 8.** Recall the AF $F$ from Example 1. Below, we define an arboreal decomposition $(T, X, Y)$ of the corresponding graph interpretation. For simplicity, we identify each node $t \in T$ with the corresponding bag $X_t$. The arboreal decomposition is as follows:

- $V_T = X = \{(c, d), [a], [b], [e], \{f\}, \{g\}\};$
- $E_T = \{(c, d), [a], ([c, d], [b], ([c, d], [e]), ([e], \{f\}), ([e], [g]\)\};$
- $Y = (Y_e)_{e \in E_T}$ with $Y_{(e_1, f)} = [e]$, $Y_{(e_1, g)} = [e]$ and $Y_e = \emptyset$ for the other edges in $E_T$.

For an illustration of the decomposition, see Fig. 5. We mention that this decomposition has width 1. For example, consider the cycle $e, g, f$ of the AF. In our decomposition the cycle is partitioned in three nodes such that the nodes $\{f\}, \{g\}$ are successors of $\{e\}$. Now given $\{f\}$, we have a path in $F$, namely $f, e, g, f$, which starts and ends in the bag $\{f\}$ but leaves the bag. Thus to fulfill condition 2 for being an arboreal decomposition, one has to add either $e$ or $g$ to the edge bag of $\{e\}, \{f\}$. For similar reasons we have to add either $e$ or $f$ to the edge bag of $\{e\}, \{g\}$. In both cases we decided to add $e$ as it is already contained in the predecessor’s vertex bag, i.e. in $\{e\}$, and thus does not increase the width generated by the predecessor node, while in any case it increases the width generated by the node $\{f\}$ resp. $\{g\}$.

We do not require explicitly the definitions of the other three graph parameters mentioned in this paper. Instead, we only provide a summary of results compiled together from [6,33,31]; the reader is referred to [2,6,33] for formal definitions of the parameters of DAG-width, Kelly-width and directed path-width.
Fig. 6. Propagation of hardness results for directed graph measures (see Proposition 1).

**Proposition 1.** For any directed graph $G$ the following relations hold:

\[
\frac{(dtw(G) - 1)}{3} \leq \text{dagw}(G) \leq \text{dpw}(G) + 1 \leq \text{cr}(G) + 1,
\]
\[
\frac{(dtw(G) + 2)}{6} \leq kellyw(G) \leq \text{dpw}(G) + 1 \leq \text{cr}(G) + 1
\]

where $\text{dagw}(G)$, $kellyw(G)$, and $\text{dpw}(G)$ denote the DAG-width, Kelly-width, and directed path-width of $G$, respectively.

Indeed, this proposition allows us to obtain hardness results for directed tree-width, DAG-width, Kelly-width and directed path-width from the corresponding hardness result for cycle-rank, which we have obtained in the previous subsection. Fig. 6 illustrates how a hardness result for one of the above mentioned graph measures can be propagated to the other graph measures. The following corollaries exploit this result, but use distinct proof-arguments for the parameter of directed tree-width.

**Corollary 1.** CA is NP-hard even for

- AFs of directed path-width 1;
- AFs of DAG-width 2;
- AFs of Kelly-width 2;
- AFs of directed tree-width 1.

**Proof.** While the results for directed path-width, DAG-width and Kelly-width follow directly from Proposition 1, we give an explicit proof for NP-hardness of CA over AFs with directed tree-width 1 (Proposition 1 only provides hardness for AFs of directed tree-width 7). To this end, we construct arboreal decompositions $(T, \mathcal{X}, \mathcal{W})$ for frameworks of the form $\mathcal{F}_\Phi$ as given in Definition 8.

- $V_T = \mathcal{X} = \{\{z_1, \neg z_1\}, \ldots, \{z_n, \neg z_n\}, \{C_1\}, \ldots, \{C_m\}, \{\Phi\})$;
- $E_T = \{(\{\Phi\}, \{z_i, \neg z_i\}) \mid 1 \leq i \leq n\} \cup \{(\{\Phi\}, \{C_i\}) \mid 1 \leq i \leq m\}$;
- $\mathcal{Y} = (Y_e)_{e \in E_T}$ with $Y_e = \emptyset$ for all $e \in E_T$.

This arboreal decomposition has width 1 and by the fact that $\mathcal{F}_\Phi$ contains a clique of size 2, namely $\{z, \bar{z}\}$, we conclude that $dtw(\mathcal{F}_\Phi) = 1$. $\square$
**Corollary 2.** \( \text{SA} \) is \( \Pi_2^p \)-hard even for

- \( \text{AFs of directed path-width 2;} \)
- \( \text{AFs of DAG-width 3;} \)
- \( \text{AFs of Kelly-width 3;} \)
- \( \text{AFs of directed tree-width 2.} \)

**Proof.** As before the results for directed path-width, DAG-width and Kelly-width follow directly from Proposition 1 and we have to construct appropriate arboreal decompositions for \( \text{AFs of the form } G_{\Phi} \) as given in Definition 9 to show the desired hardness result for \( \text{AFs of directed tree-width 2.} \)

- \( V_T = X = \{ \{ y_1, \neg y_1 \}, \{ z_1, \neg z_1 \}, \ldots, \{ y_n, \neg y_n \}, \{ z_n, \neg z_n \}, \{ C_1 \}, \ldots, \{ C_m \}, \{ \Psi \}, \{ b_1 \}, \{ b_2 \}, \{ b_3 \} \}; \)
- \( E_T = \{ (\{ \Psi \}, \{ y_1, \neg y_1 \}) \} \cup \{ (\{ \Psi \}, \{ z_1, \neg z_1 \}) \} \cup \{ (\{ \Psi \}, \{ C_1 \}) \} \cup \{ (\Psi, b_3) \}; \)
- \( \mathcal{Y} = \{ Y_e \}_{e \in E_T} \) with

\[
Y_e = \begin{cases} 
\{ \Psi \} & \text{for } e = (\{ \Psi \}, \{ C_i \}) \text{ or } (\{ \Psi \}, \{ z_i, \neg z_i \}), \\
\{ b_1 \} & \text{for } e = (\{ \Psi \}, \{ b_2 \}) \text{ or } e = (\{ \Psi \}, \{ b_3 \}), \\
\{ \Psi, b_3 \} & \text{for } e = (\{ \Psi \}, \{ b_1 \}), \\
\emptyset & \text{otherwise.}
\end{cases}
\]

One can see that this arboreal decomposition has width 2 and further one can show that \( \text{dtw}(G_{\Phi}) = 2. \) □

**Corollary 3.** \( \text{ID} \) is \( \text{coNP} \)-hard even for

- \( \text{AFs of directed path-width 1;} \)
- \( \text{AFs of DAG-width 2;} \)
- \( \text{AFs of Kelly-width 2;} \)
- \( \text{AFs of directed tree-width 1.} \)

**Proof.** Once more the results for directed path-width, DAG-width and Kelly-width follow directly from Proposition 1. To show hardness for \( \text{AFs of directed tree-width 1,} \) we give arboreal decompositions for \( \text{AFs of the form } H_{\Phi} \) (see Definition 10).

- \( V_T = X = \{ \{ z_1, \neg z_1 \}, \ldots, \{ z_n, \neg z_n \}, \{ C_1 \}, \ldots, \{ C_m \}, \{ \Phi, \Psi \} \}; \)
- \( E_T = \{ (\{ \Phi \}, \{ z_i, \neg z_i \}) : 1 \leq i \leq n \} \cup \{ (\{ \Phi \}, \{ C_i \}) : 1 \leq i \leq m \}; \)
- \( \mathcal{Y} = \{ Y_e \}_{e \in E_T} \) with \( Y_e = \emptyset \) for all \( e \in E_T. \)

One can see that this arboreal decomposition has width 1 and by the presence of cliques of size 2, \( \text{dtw}(H_{\Phi}) = 1 \) follows. □

To summarize, we have shown that none of the parameters cycle-rank, directed tree-width, DAG-width, Kelly-width, and directed path-width is applicable for fixed-parameter tractability results. Hence, we observe that directed graph measures generalizing tree-width are not well suited for the reasoning problems \( \text{GA, SA, and ID} \) on \( \text{AFs.} \)

An explanation for this obstacle is that argumentation semantics are based on conflict-freeness of the extension which is an undirected property, i.e. the orientation of the attacks does not play a role, and thus cannot be captured well by the
measures discussed in this subsection. As the standard reasoning tasks are computationally easy for (maximal) conflict-free sets one might expect that conflict-freeness does not harm when searching for tractable fragments. But there are also problems which are hard for conflict-free sets. For instance, the problem of counting for maximal conflict-free sets is \#P-hard, this was originally shown by Valiant [41] (in terms of counting maximal cliques) and was recently applied to abstract argumentation [3]. Thus the above \#P-hardness result is an evidence against the existence of tractability results based on directed graph measures.

The above results leave some space for tractable fragments when bounding directed tree-width, DAG-width, Kelly-width or directed path-width to 0, 1 or 2. Taking the minimal bounds into account (by definition, 0 for directed path-width and directed tree-width and resp. 1 for DAG-width and Kelly-width) leads to acyclic AFs which are trivially tractable. Moreover, using Corollary 3, we can show that skeptical acceptance is still coNP-hard for AFs of directed path-width 1, DAG-width 2, Kelly-width 2 or directed tree-width 1. We leave the exact complexity classification for these particular fragments as open problems.

We now come back to the parameter of tree-width, which, in contrast to the parameters discussed in this section, allows for fixed-parameter tractability results. In fact, in the next section we present novel algorithms which exploit this feature.

4. Dynamic programming for argumentation

Before we introduce our algorithms, we need some more notation for tree decompositions. In particular, it is useful to reduce the number of different node types and to identify a root node. The following concept serves this purpose.

**Definition 12.** A tree decomposition \((\mathcal{T}, \mathcal{X})\) of a graph \(G\) is called nice if \(\mathcal{T}\) is a rooted tree and if each node \(t \in \mathcal{T}\) is of one of the following types:

1. LEAF: \(t\) is a leaf of \(\mathcal{T}\);
2. FORGET: \(t\) has only one child \(t'\) and \(X_t = X_{t'} \setminus \{v\}\) for some \(v \in X_{t'}\);
3. INSERT: \(t\) has only one child \(t'\) and \(X_t = X_{t'} \cup \{v\}\) for some \(v \notin X_{t'}\);
4. JOIN: \(t\) has two children \(t', t''\) and \(X_t = X_{t'} = X_{t''}\).

Kloks [37] showed that a tree decomposition \((\mathcal{T}, \mathcal{X})\) of a graph \(G\) where \(\mathcal{T}\) has \(n\) nodes, can be transformed in time \(O(n)\) into a nice tree decomposition \((\mathcal{T}', \mathcal{X}')\) of \(G\) which has the same width as \((\mathcal{T}, \mathcal{X})\) and where \(\mathcal{T}'\) has \(O(n)\) nodes.

Next, we have to introduce a few more technical notions which allow us direct access to some objects associated with certain nodes in a tree decomposition.

**Definition 13.** For a tree decomposition \((\mathcal{T}, \mathcal{X})\) of an AF \(F\) and \(t \in \mathcal{T}\), let \(X_{\geq t}\) be the union of all bags \(X_s \in \mathcal{X}\) such that \(s\) occurs in the subtree of \(\mathcal{T}\) rooted at \(t\). Moreover, \(X_{> t}\) denotes \(X_{\geq t} \setminus X_t\). We also use the following terminology:

- \(F_t = F|_{X_t}\) is the subframework in \(t\);
- \(F_{> t} = F|_{X_{> t}}\) is the subframework induced by (the subtree rooted at) \(t\).

Note that the subframework induced by the root of such a decomposition of an AF \(F\) is \(F\) itself.

**Example 9.** For the AF \(F\) from Example 1, we have already depicted a tree decomposition in Fig. 1. To obtain a nice tree decomposition, we have to introduce some further nodes. To make the node with bag \([c, d]\) a join node we add two new nodes, one between the JOIN node and the node with bag \([c, d]\) and one between JOIN node and the node with bag \([d, e]\), both having bag \([c, d]\). Further we have to add some new nodes to make the remaining nodes of type insert or forget. For instance, between the nodes with bags \([a, b]\) and \([b, c]\), we insert a further node with bag \([b]\), etc. We also have added two forget nodes above the \([c, d]\) node in order to have an empty root. The resulting nice tree decomposition of \(F\) is illustrated in Fig. 7, which has to be read as follows. In each node \(t\), the bag \(X_t\) contains the arguments in (solid) cycles. In addition, we depict in each node \(t\) the AF \(F_t\), i.e. the subframework in \(t\); by adding the dotted parts of the graph, we obtain \(F_{> t}\), the subframework induced by \(t\).

In what follows we restrict ourselves to nice tree decompositions where the bag of the root is empty. Unless stated otherwise, we thus assume below that \((\mathcal{T}, \mathcal{X})\) always denotes a nice tree decomposition (with empty root bag) for some given AF \(F\).

4.1. Characterizing admissible sets

We first introduce a relativization of admissible sets to a given set \(B\) of arguments.

---

\(^4\) For \(\mathcal{T} = (V_\mathcal{T}, E_\mathcal{T})\) we often write \(t \in \mathcal{T}\) instead of \(t \in V_\mathcal{T}\).
Definition 14. Let $F = (A, R)$ be an AF and $B$ a set of arguments. A set $S \subseteq A$ is a $B$-restricted admissible set for $F$, if $S$ is conflict-free in $F$ and $S$ defends itself in $F$ against all $a \in A \cap B$.

Example 10. Let us consider the AF

$$\{(e, f, g), (e, g), (g, f), (f, e)\}$$

which is a subframework of our running example. Indeed, in the tree decomposition in Fig. 7, it is the subframework in $n_{13}$ and also the subframework induced by $n_{12}$. The $(g)$-restricted admissible sets of this AF are $\emptyset$, $\{e\}$, and $\{g\}$. In fact, $\{f\}$ is not $(g)$-restricted admissible here, since $g \rightarrow f$ but $f$ does not defend itself against $g$.

Note that for $A \subseteq B$, $B$-restricted admissible sets of AFs $(A, R)$ are just the standard admissible sets; for $A \cap B = \emptyset$, $B$-restricted admissible sets are just the conflict-free sets.

We now introduce the underlying “data structure” of our dynamic programming algorithm for characterizing admissible sets. The idea hereby is to store at each node $t$ in the tree decomposition $(T, X)$ for a given AF $F$, a set of candidates which are represented solely via the elements in the bag $X_t$. More precisely, we assign to each node $t \in T$ a set of mappings $C : X_t \rightarrow \{\text{in}, \text{out}, \text{att}, \text{def}\}$. We call such mappings also colorings for $t$. The rationale behind a coloring for $t$ is as follows: explicitly, a coloring characterizes the set

$$[C] = \{a \mid C(a) = \text{in}\}$$

and the values out, att, def tell us about the relationship between $[C]$ and the remaining arguments $X_t \setminus [C]$. In fact, att will denote arguments which attack $[C]$ but are not attacked by $[C]$, def denotes arguments attacked by $[C]$, and out are those which are in no relation with arguments from $[C]$. However, we will define colorings in such a way that they characterize sets over $X_{\geq t}$, rather than over $X_t$ as sketched above. Formally, this intuition is captured as follows:

Definition 15. Let $(T, X)$ be a tree decomposition of an AF $F$ and $t \in T$. Given a coloring $C$ for a node $t \in T$, we define $e_t(C)$ as the collection of $X_{\geq t}$-restricted admissible sets $S$ for $F_{\geq t}$ which satisfy the following conditions for each $a \in X_t$: 

\[\text{Definition 14.} \quad \text{Let } F = (A, R) \text{ be an AF and } B \text{ a set of arguments. A set } S \subseteq A \text{ is a } B \text{-restricted admissible set for } F, \text{ if } S \text{ is conflict-free in } F \text{ and } S \text{ defends itself in } F \text{ against all } a \in A \cap B.\]

\[\text{Example 10.} \quad \text{Let us consider the AF }\]

\[\{(e, f, g), (e, g), (g, f), (f, e)\}\]

\[\text{which is a subframework of our running example. Indeed, in the tree decomposition in Fig. 7, it is the subframework in } n_{13} \text{ and also the subframework induced by } n_{12}. \text{The } (g) \text{-restricted admissible sets of this AF are } \emptyset, \{e\}, \text{ and } \{g\}. \text{In fact, } \{f\} \text{ is not } (g) \text{-restricted admissible here, since } g \rightarrow f \text{ but } f \text{ does not defend itself against } g.\]

\[\text{Note that for } A \subseteq B, \text{ } B \text{-restricted admissible sets of AFs } (A, R) \text{ are just the standard admissible sets; for } A \cap B = \emptyset, \text{ } B \text{-restricted admissible sets are just the conflict-free sets.}\]

\[\text{We now introduce the underlying “data structure” of our dynamic programming algorithm for characterizing admissible sets. The idea hereby is to store at each node } t \text{ in the tree decomposition } (T, X) \text{ for a given AF } F, \text{ a set of candidates which are represented solely via the elements in the bag } X_t. \text{More precisely, we assign to each node } t \in T \text{ a certain set of mappings } C : X_t \rightarrow \{\text{in, out, att, def}\}. \text{We call such mappings also colorings for } t. \text{The rationale behind a coloring for } t \text{ is as follows: explicitly, a coloring characterizes the set}\]

\[\text{[C]} = \{a \mid C(a) = \text{in}\}\]

\[\text{and the values out, att, def tell us about the relationship between } [C] \text{ and the remaining arguments } X_t \setminus [C]. \text{In fact, att will denote arguments which attack } [C] \text{ but are not attacked by } [C], \text{def denotes arguments attacked by } [C], \text{and out are those which are in no relation with arguments from } [C]. \text{However, we will define colorings in such a way that they characterize sets over } X_{\geq t}, \text{rather than over } X_t \text{as sketched above. Formally, this intuition is captured as follows:}\]

\[\text{Definition 15.} \quad \text{Let } (T, X) \text{ be a tree decomposition of an AF } F \text{ and } t \in T. \text{Given a coloring } C \text{ for a node } t \in T, \text{we define}\]

\[e_t(C)\text{ as the collection of } X_{\geq t}\text{-restricted admissible sets } S \text{ for } F_{\geq t} \text{ which satisfy the following conditions for each } a \in X_t:}\]
Lemma 2. Let \( v \) be an f-coloring of \( T \) such that \( S \) is a \( t \)-restricted admissible set for \( F \). The only set which is \( X_{t,r} \)-restricted admissible for \( F \) and satisfies the conditions from Definition 15 is \([d, g]\). \( S = [d] \) would also be \( X_{t,r} \)-restricted admissible but violates condition (ii), since \( C(f) = \text{def} \) and \( S \not\rightarrow f \). In summary, this particular \( C \) is valid for \( t = n_{11} \) and we have \( e_t(C) = \{[d, g]\} \).

Example 11. Consider the node \( t = n_{11} \) of our example tree decomposition with \( X_t = \{d, e, f\} \) (see the right-hand side of the tree in Fig. 7) and the coloring \( C \) with \( C(d) = \text{in} \) and \( C(e) = C(f) = \text{def} \). We have \( F_{\rightarrow t} = ([d, e, f, g], ([d, e], (e, g), (g, f), (f, e))) \) and \( X_{t,r} = \{g\} \). The only set which is \( X_{t,r} \)-restricted admissible for \( F \) and satisfies the conditions from Definition 15 is \([d, g]\). \( S = [d] \) would also be \( X_{t,r} \)-restricted admissible but violates condition (ii), since \( C(f) = \text{def} \) and \( S \not\rightarrow f \). In summary, this particular \( C \) is valid for \( t = n_{11} \) and we have \( e_t(C) = \{[d, g]\} \).

Our ultimate goal is to efficiently compute the set \( C_t \) of valid colorings for the root node \( r \) of a given tree decomposition for an AF \( F = (A, R) \). The reason for this is the fact that \( \bigcup_{C \in C_t} e_t(C) \) gives exactly the set of \( X_{t,r} \)-restricted admissible sets for \( F_{\rightarrow t} \) (as we show next). Since the root \( r \) has an empty bag, and thus \( X_{t,r} = A \), we obtain that \( C_t \) characterizes the admissible sets of \( F \).

By definition, each element in \( e_t(C) \) is an \( X_{t,r} \)-restricted admissible set for \( F_{\rightarrow t} \). Next, we show that the opposite direction also holds.

Lemma 1. Let \((T, X)\) be a tree decomposition of an AF \( F \), \( t \in T \), and \( S \) an \( X_{t,r} \)-restricted admissible set for \( F_{\rightarrow t} \). Then, there is a coloring \( C \in C_t \) such that \( S \subseteq e_t(C) \).

Proof. Since \( S \) is an \( X_{t,r} \)-restricted admissible set for \( F_{\rightarrow t} \), each argument \( a \in X_t \) satisfies one of the following conditions: (i) \( a \in S \), (ii) \( S \not\rightarrow a \), (iii) \( S \not\rightarrow a \) and \( a \not\rightarrow S \), or (iv) \( S \not\rightarrow a \) and \( a \not\rightarrow S \). For these four cases, we define \( C \) as follows:

- in case (i): \( C(a) = \text{in} \),
- in case (ii): \( C(a) = \text{def} \),
- in case (iii): \( C(a) = \text{att} \), and
- in case (iv): \( C(a) = \text{out} \).

By the construction of \( C \), the set \( S \) satisfies conditions (i)-(iv) in Definition 15 and, since \( S \) is \( X_{t,r} \)-restricted admissible for \( F_{\rightarrow t} \), it holds that \( S \subseteq e_t(C) \).

Moreover, different colorings for a node \( t \) characterize different \( X_{t,r} \)-restricted admissible sets for \( F_{\rightarrow t} \).

Lemma 2. Let \((T, X)\) be a tree decomposition of an AF \( F \) and let \( C, C' \) be different colorings for a node \( t \in T \). Then, \( e_t(C) \cap e_t(C') = \emptyset \).

Proof. Suppose to the contrary that there is a set \( S \in e_t(C) \cap e_t(C') \), where \( C \) and \( C' \) are different colorings for \( t \). Then there exists an argument \( a \in X_t \) such that \( C(a) \neq C'(a) \). It remains to inspect all possible pairs of values of \( C(a) \) and \( C'(a) \) and to derive a contradiction in each case. First let us consider the case where \( C(a) = \text{in} \) and \( C'(a) \in \{\text{def}, \text{att}, \text{out}\} \). By Definition 15, \( C(a) = \text{in} \) implies \( a \in S \) and further \( C'(a) \in \{\text{def}, \text{att}, \text{out}\} \) implies \( a \not\rightarrow S \), a contradiction. We continue with the case where \( C(a) = \text{def} \) and \( C'(a) \in \{\text{att}, \text{out}\} \). By Definition 15, \( C(a) = \text{def} \) implies \( S \not\rightarrow a \). On the other hand, \( C'(a) \in \{\text{att}, \text{out}\} \) implies \( S \not\rightarrow a \), a contradiction. Finally, in case \( C(a) = \text{att} \) and \( C'(a) = \text{out} \), we get a contradiction by the fact that \( C(a) = \text{att} \) implies \( a \not\rightarrow S \) and \( C'(a) = \text{out} \) implies \( a \not\rightarrow S \). The remaining cases follow by symmetry, i.e. by interchanging the roles of \( C, C' \) in the above arguments.

To guarantee fixed-parameter tractability with respect to tree-width, we want to compute the sets \( C_t \) in a bottom-up manner along the tree decomposition without an explicit computation of \( e_t(C) \). Therefore, we recursively define the concept of v-colorings which we afterwards show to be equivalent to valid colorings.

Definition 16. Let \( t \in T \) be a node in a nice tree decomposition \((T, X)\) of an AF \( F \) and let \( t', t'' \) be the possible children of \( t \). The operations \((C - a), (C + a), (C + a), \) and \((C \Join D)\) used below are defined in Fig. 8. Depending on the node type of \( t \), we define a v-coloring for \( t \) as follows:

- LEAF node: Each coloring \( X_t \rightarrow \{\text{in, out, att, def}\} \) where
  \[
  C(x) = \text{in} \quad \Rightarrow \quad C(y) \in \{\text{att, def}\} \quad \text{for all} \ x \not\rightarrow y,
  C(x) = \text{att} \quad \Rightarrow \quad \exists y: C(y) = \text{in} \quad \text{and} \ x \not\rightarrow y,
  C(x) = \text{def} \quad \Leftrightarrow \quad \exists y: C(y) = \text{in} \quad \text{and} \ y \not\rightarrow x
  \]
  holds for all \( x \in X_t \), is a v-coloring for \( t \).
\begin{equation}
(C - a)(b) = C(b) \quad \text{for each } b \in X \setminus \{a\},
\end{equation}
\begin{equation}
(C + a)(b) = \begin{cases} 
C(b) & \text{if } b \in X, \\
def & \text{if } b = a \text{ and } [C] \rightarrow a, \\
att & \text{if } b = a, \ [C] \not\rightarrow a \text{ and } a \rightarrow [C]. \\
\text{out} & \text{otherwise}, 
\end{cases}
\end{equation}
\begin{equation}
(C \div a)(b) = \begin{cases} 
\text{in} & \text{if } b = a \text{ or } C(b) = \text{in}, \\
def & \text{if } a \not= b \text{ and } ((a, b) \not\in F \text{ or } C(b) = \text{def}), \\
\text{out} & \text{if } a \not= b, C(b) = \text{out}, (a, b) \not\in F, (b, a) \not\in F, \\
\text{att} & \text{otherwise}, 
\end{cases}
\end{equation}
\begin{equation}
(C \triangleleft D)(b) = \begin{cases} 
\text{in} & \text{if } C(b) = D(b) = \text{in}, \\
\text{out} & \text{if } C(b) = D(b) = \text{out}, \\
def & \text{if } C(b) = \text{def} \text{ or } D(b) = \text{def}, \\
\text{att} & \text{otherwise}.
\end{cases}
\end{equation}

\textbf{Fig. 8. Operations for colorings } C, D : X \rightarrow \{\text{in, out, att, def}\} \text{ and } AF F.

- **FORGET node:** If } C \text{ is a vcoloring for } t', X_t = X_{t'} \setminus \{a\}, \text{ and } C(a) \not= \text{att}, \text{ then } C - a \text{ is a vcoloring for } t.
- **INSERT node:** If } C \text{ is a vcoloring for } t' \text{ and } X_t = X_{t'} \cup \{a\}, \text{ then } C + a \text{ is a vcoloring for } t; \text{ if } a \not\rightarrow a, [C] \not\rightarrow a, \text{ and } a \not\rightarrow [C] \text{ hold, then } C \div a \text{ is also a vcoloring for } t.
- **JOIN node:** If } C \text{ is a vcoloring for } t', D \text{ is a vcoloring for } t'', \text{ and } [C] = [D], \text{ then } C \triangleleft D \text{ is a vcoloring for } t.

In what follows, we show the adequacy of vcolorings (i.e., that they match the concept of valid colorings) and also illustrate their functioning on our running example. We will do this step-by-step distinguishing between the different node types.

\textbf{Example 12.} Recall the AF from Example 1 and its tree decomposition in Fig. 7. Fig. 9 illustrates the bottom-up computation of the vcolorings for all nodes in the tree decomposition. More precisely, for each node } t \text{ we give a table representing all vcolorings of } t, \text{ whereby each row gives one such vcoloring. Below we will discuss some of the transitions from children to parent nodes (as defined by vcolorings, cf. Definition 16) in detail.

For the moment, let us just describe a few further aspects in Fig. 9. For a better understanding we also added the \#-column in Fig. 9 to show the cardinalities of the sets } e_t(C), \text{ i.e. the number of } X_{\#t} \text{-restricted admissible sets for } F_{\#t} \text{ characterized by vcoloring } C \text{ in } t. \text{ In particular, we see in the root that we end up with 8 such sets which refer to the admissible sets from our example } AF \text{ (see Example 1). An explanation for the } \checkmark \text{ symbol in the tables of Fig. 9 follows later in Example 17, when we shall illustrate how to decide CA using the concept of vcolorings.}

Let us start with \textbf{LEAF} nodes. We first give the desired result and then provide for illustration the computation of the vcolorings for a leaf node in our running example.

\textbf{Lemma 3.} For any \textbf{LEAF} node in a tree decomposition of an AF, valid colorings and vcolorings coincide.

\textbf{Proof.} Let } (T, X') \text{ be a tree decomposition of } F \text{ and } t \text{ a leaf in } T. \text{ We have } X_{\#t} = \emptyset; \text{ therefore, the } X_{\#t} \text{-restricted admissible sets for } F_{\#t} \text{ coincide with the conflict-free sets.}

First, let } C \text{ be a vcoloring for } t. \text{ We have to show that then } C \text{ is a valid coloring for } t. \text{ Suppose to the contrary that it is not, i.e., either } [C] \text{ is not conflict-free in } F_t = F_{\#t} \text{ or } C \text{ violates one of the conditions (ii)-(iv) in Definition 15. It is easy to check that, in both cases, one of the conditions for } C \text{ being a vcoloring is violated. For instance, if there is a conflict in } [C], \text{ then there exist arguments } x, y \in X_t \text{ with } x \rightarrow y \text{ and } C(x) = C(y) = \text{in}. \text{ Hence, the first condition in Definition 16 for vcolorings at a LEAF node is violated, a contradiction.}

Now suppose that } C \text{ is a valid coloring for } t, \text{ i.e., } C \text{ satisfies the conditions (i)-(iv) of a coloring (see Definition 15) and } [C] \text{ is conflict-free in } F_{\#t}. \text{ Then } C \text{ satisfies the condition of a vcoloring for a LEAF node according to Definition 16. For instance, let } x, y \in X_t \text{ with } C(x) = \text{in} \text{ and } y \rightarrow x. \text{ Then, since } C \text{ is a coloring, either case (ii) or case (iii) of Definition 15 applies and, thus, } C(y) \in \{\text{att, def}\} \text{ holds. } \square

\textbf{Example 13.} Consider, for instance, the \textbf{LEAF} node } n_{13} \text{ in Fig. 9 with bag } \{e, f, g\}. \text{ We have here four vcolorings for } n_{13} \text{ which correspond to the conflict-free (and thus to the } \emptyset \text{-restricted admissible) sets for } F_{\#n_{13}} = (\{e, f, g\}, \{(e, g), (g, f), (f, e)\}), \text{ namely } \{e\}, \{f\}, \{g\}, \text{ and } \emptyset.

We proceed with the \textbf{FORGET} nodes.
Lemma 4. For any FORGET node $t$ in a tree decomposition of an AF with child node $t'$ such that $X_t = X_{t'} \setminus \{a\}$, and every $S \subseteq A$, the following relationships hold:

1. If $S$ is an $X_{t}$-restricted admissible set for $F_{\geq t}$, then $S$ is also an $X_{t'}$-restricted admissible set for $F_{\geq t'}$.
2. If $S$ is an $X_{t}$-restricted admissible set for $F_{\geq t'}$ and $a \in S$, then $S$ is an $X_{t}$-restricted admissible set for $F_{\geq t}$.
3. If $S$ is an $X_{t'}$-restricted admissible set for $F_{\geq t'}$, $a / \in S$ and $S$ defends itself against $a$ (including the case that $a$ does not attack $S$ at all), then $S$ is an $X_{t}$-restricted admissible set for $F_{\geq t}$.

Proof. First, since $X_t \subseteq X_{t'}$, we have $F_{\geq t} = F_{\geq t'}$ and $X_{t} \supseteq X_{t'}$. Let $S$ be an $X_{t}$-restricted admissible set for $F_{\geq t}$ and hence for $F_{\geq t'}$, i.e., $S$ is conflict-free in $F$ and $S$ defends itself against all $b \in X_{t}$. By $X_{t} \supseteq X_{t'}$, $S$ thus also defends itself against all $b \in X_{t'}$. Hence $S$ is an $X_{t'}$-restricted admissible set for $F_{\geq t'}$ and assertion (1) follows.
Now assume that $S$ is an $X_{s-t}$-restricted admissible set for $F_{\geq t}$ and $a \in S$. Then $S$ is conflict-free in $F$ and $S$ defends itself against all $b \in X_{s-t'}$. Strictly speaking, $S$ defends itself against all $b \in X_{s-t'} \setminus S$. By $X_{s-t'} \setminus S = X_{s-t} \setminus S$ (recall that we are assuming that $a \in S$), therefore $S$ is an $X_{s-t'}$-restricted admissible set for $F_{\geq t}$. This proves assertion (2).

Finally assume that $S$ is an $X_{s-t'}$-restricted admissible set for $F_{\geq t}$, $a \notin S$ and $S$ defends itself against $a$. Since $S$ is $X_{s-t'}$-restricted admissible it is conflict-free in $F$ and it defends itself against all $b \in X_{s-t'}$. Moreover, $X_{s-t'} = X_{s-t} \cup \{a\}$ and, by assumption, $S$ defends itself against $a$. Hence, $S$ defends itself against all $b \in X_{s-t'}$. Thus, $S$ is $X_{s-t}$-restricted admissible and assertion (3) follows. $\square$

Next we exploit this property to show that vcolorings and valid colorings coincide on forget nodes.

**Lemma 5.** For any FORGET node $t$ in a tree decomposition of an AF, valid colorings and vcolorings coincide, if they coincide in the child node $t'$ of $t$.

**Proof.** Let $(\mathcal{T}, \mathcal{X})$ be a tree decomposition of $F = (A, R)$, $t$ a FORGET node in $\mathcal{T}$, and $t'$ the child node of $t$. By definition, $X_t = X_{t'} \setminus \{a\}$, for some $a \in A$. Moreover, we get $X_{t'} = X_{\geq t}$ and $X_{s-t} = X_{s-t'} \cup \{a\}$.

Let $C$ be a valid coloring for $t$. We show that there exists a valid coloring $C'$ for $t'$ with $C'(a) \neq \text{att}$ and $C = C' - a$. We define $C'$ as follows: For all $b \in X_t = X_{t'} \setminus \{a\}$, we set $C'(b) = C(b)$. Hence, no matter which value of $\{\text{in}, \text{def}, \text{out}\}$ we assign to $C'(a)$, we have $C = C' - a$. In order to define $C'(a)$, we consider an arbitrary set $S \in e_t(C)$ and distinguish two cases:

1. If $a \in S$, then we set $C'(a) = \text{in}$. Since $S$ is $X_{s-t'}$-restricted admissible for $F_{\geq t}$, it is also $X_{s-t'}$-restricted admissible for $F_{\geq t}$. Moreover, $S \in e_t(C')$, i.e., $C'$ is a valid coloring for $t'$ (this can be seen by just using the chosen $S$ in the conditions (i)-(iv) in Definition 15). Hence, by assumption, $C'$ is a vcoloring for $t'$ and, therefore, also $C = C' - a$ is a vcoloring for $t$, by definition.

2. Now let $a \notin S$. If $a \rightarrow a$, we set $C'(a) = \text{def}$. If $a \not\rightarrow a$ and $a \not\rightarrow S$, we set $C'(a) = \text{out}$. In both cases, $S \in e_t(C')$. Note that the case $a \not\rightarrow a$ and $a \rightarrow S$ cannot occur since, by assumption, $S$ is $X_{s-t'}$-restricted admissible for $F_{\geq t}$. By the same reasoning as above, $C'$ (and thus also $C$) is a vcoloring for $t'$ (resp. for $t$).

Now let $C$ be a vcoloring for $t$, i.e., there exists a vcoloring $C'$ for $t'$ such that $C'(a) \neq \text{att}$ and $C = C' - a$. By assumption, $C'$ is a valid coloring for $t'$. Hence, there exists $S \in e_t(C')$, i.e., $S$ is $X_{s-t'}$-restricted admissible for $F_{\geq t'} = F_{\geq t}$. Since $C'(a) \neq \text{att}$, it cannot happen that both $a \rightarrow S$ and $a \not\rightarrow a$ hold. But then $S$ is also $X_{s-t'}$-restricted admissible for $F_{\geq t'}$ by Lemma 4 and $S \in e_t(C)$. Thus, $C \in C_t$. $\square$

**Example 14.** Let us continue the running example which we started above by computing the vcolorings for node $n_{12}$. The next node $n_{12}$ above $n_{13}$ is of type FORGET and removes argument $g$. Thus $X_{s-n_{12}} = \{g\}$. The vcolorings for $n_{12}$ are obtained from the vcolorings for $n_{13}$ with the exception of the coloring $C$ with $\{C\} = \{f\}$. Here we have $C(g) = \text{att}$, which violates the construction for the FORGET node. Intuitively, $\{C\} = \{f\}$ is not further propagated because $\{f\}$ is attacked by the argument $g$ which is no longer present in $X_{s-n_{12}}$. Hence, by properties (2) and (3) of tree decompositions, $g$ is not attacked by any argument outside $X_{\geq n_{12}}$. Therefore, $\{C\} = \{f\}$ cannot be extended to an admissible set along the bottom-up traversal, i.e., any extension of $\{C\} = \{f\}$ to arguments outside $X_{\geq n_{12}}$ will not defend itself against this attack from $g$ against $f$. The vcolorings for $n_{12}$ are in accordance with the $X_{s-n_{12}}$-restricted admissible sets for $F_{\geq n_{12}} = F_{\geq n_{13}}$ (see also Example 10 where we already analyzed exactly this situation).

The next nodes we want to consider are those of type INSERT.

**Lemma 6.** For any INSERT node $t$ in a tree decomposition of an AF with child node $t'$ such that $X_t = X_{t'} \cup \{a\}$, and every $S \subseteq A$, the following relationships hold:

1. If $S$ is an $X_{s-t'}$-restricted admissible set for $F_{\geq t'}$, then $S \setminus \{a\}$ is an $X_{s-t'}$-restricted admissible set for $F_{\geq t'}$.
2. If $S$ is an $X_{s-t'}$-restricted admissible set for $F_{\geq t'}$, then $S$ is also an $X_{s-t}$-restricted admissible set for $F_{\geq t'}$.
3. If $S$ is an $X_{s-t'}$-restricted admissible set for $F_{\geq t'}$ and $S \cup \{a\}$ is conflict-free in $F_{\geq t'}$ then $S \cup \{a\}$ is an $X_{s-t}$-restricted admissible set for $F_{\geq t'}$.

**Proof.** By assumption, we have $X_t = X_{t'} \cup \{a\}$ and $a \notin X_t$. Thus, also $X_{\geq t} = X_{\geq t'} \cup \{a\}$ and $X_{s-t} = X_{s-t'}$ hold. By properties (2) and (3) of tree decompositions, we know that there are no attacks between the new argument $a$ and arguments in $X_{t'}$. First, let $S$ be an $X_{s-t'}$-restricted admissible set for $F_{\geq t'}$. By $X_{s-t'} = X_{s-t}$, the set $S$ is also $X_{s-t}$-restricted admissible for $F_{\geq t'}$. Moreover, since $a$ cannot attack any argument in $X_{s-t'}$, also $S \setminus \{a\}$ is $X_{s-t'}$-restricted admissible for $F_{\geq t'}$ (of course, if $a \notin S$, then $S \setminus \{a\} = S$ and the latter admissibility property is trivial). This proves assertion (1).

Now consider an $X_{s-t'}$-restricted admissible set $S$ for $F_{\geq t'}$. Then $S$ is conflict-free in $F$. Moreover, as explained above, there are no attacks between the new argument $a$ and arguments in $X_{s-t'}$. Hence, the argument $a$ does not affect the
second condition for being an $X_{s,t}$-restricted admissible set. Thus $S$ and $S \cup \{a\}$ (in case it is conflict-free) are $X_{s,t}$-restricted admissible sets of $F_{\geq t}$. This proves assertions (2) and (3). □

Lemma 7. For any INSERT node $t$ in a tree decomposition of an AF, valid colorings and vcolorings coincide, if they coincide in the child node $t'$ of $t$.

Proof. Let $(\mathcal{T}, \mathcal{X})$ be a tree decomposition of $F = (A, R)$, $t$ an INSERT node in $\mathcal{T}$, and $t'$ the child node of $t$. Moreover, let $X_t = X_{t'} \cup \{a\}$ and $a \notin X_{t'}$.

Let $C'$ be a valid coloring for $t$, i.e., there exists an $X_{s,t}$-restricted admissible set $S \in e_t(C)$ for $F_{\geq t}$. Then, by Lemma 6, $S \cup \{a\}$ is $X_{s,t}$-restricted admissible for $F_{\geq t}$. As in the proof of Lemma 1, we construct a coloring $C'$ for $t'$ with $S \cup \{a\} \in e'_t(C')$ as follows. For arbitrary $b \in X_{t'}$, we define:

$$C'(b) = \begin{cases} C(b) = \text{in} & \text{if } b \in S \setminus \{a\}, \\
C(b) = \text{def} & \text{if } b \notin S \setminus \{a\}, \\
C(b) = \text{att} & \text{if } b \notin S, b \rightarrow S \setminus \{a\}, \text{and } S \setminus \{a\} \not\rightarrow b, \\
C(b) = \text{out} & \text{if } b \notin S, b \not\rightarrow S \setminus \{a\}, \text{and } S \setminus \{a\} \not\rightarrow b. 
\end{cases}$$

Thus, $C' \in C_t$, and by assumption, is a vcoloring for $t'$. Moreover, it is easy to check that either $C = C' + a$ holds (if $a \notin S$) or $C = C' + a$ holds (if $a \in S$). Hence, $C$ is a coloring for $t$.

Now let $C'$ be a vcoloring for $t$, i.e., there exists a vcoloring $C'$ for $t'$ with either $C = C' + a$ or $C = C' + a$. By assumption, $C'$ is a valid coloring, i.e., there exists an $X_{s,t}$-restricted and, hence, $X_{s,t}$-restricted admissible set $S \in e'_t(C')$ of $F_{\geq t}$. It is easy to check that then $S \in e_t(C + a)$. Moreover if the set $S \cup \{a\}$ is conflict-free in $F_{\geq t}$, then $S \cup \{a\} \in e_t(C + a)$ as well. Thus, $C$ (which is either $C' + a$ or $C' + a$) is a valid coloring for $t$.

Example 15. We continue our running example: the next node $n_{11}$ is of type INSERT and adds $d$. Consider the coloring $C'$ for $n_{12}$ with $C'(e) = \text{att}$ and $C'(f) = \text{def}$. We have two possibilities to add $d$. In case we want $d$ to be in the set, we obtain the coloring with $C(d) = \text{in}, C(e) = \text{def}, C(f) = \text{def}$ (note that $e$ changes its color since it is now a ‘defeated attacker’); we have seen this coloring already in Example 11. The other possibility is to have $d$ not in the set, resulting in the coloring $C''$ with $C''(d) = \text{out}, C''(e) = \text{att}, C''(f) = \text{def}$.

Lemma 8. For any JOIN node $t$ in a tree decomposition of an AF, valid colorings and vcolorings coincide, if they coincide also for both child nodes of $t$.

Proof. Let $(\mathcal{T}, \mathcal{X})$ be a tree decomposition of $F = (A, R)$ and $t$ a JOIN node in $\mathcal{T}$ with successors $t'$ and $t''$. Then $X_t = X_{t'} \cup X_{t''}$ and $X_{t'} \cap X_{t''} = X_t$ and $X_{t'} = X_{t'} \cup X_{t''}$. So we can partition $X_{\geq t}$ into three disjoint sets $X_{\geq t'}, X_{\geq t''}$ and $X_t$. Thus every set $S \subseteq X_{\geq t}$ can be seen as the union of two sets $S_1 \subseteq X_{\geq t'}$ and $S_2 \subseteq X_{\geq t''}$ with $S_1 \cap X_t = S_2 \cap X_t$. The following lemmas identify important properties of these sets $S_1$ and $S_2$.

Lemma 9. Let $S_1 \subseteq X_{\geq t'}$ and $S_2 \subseteq X_{\geq t''}$, such that

1. $S_1$ is $X_{s,t'}$-restricted admissible for $F_{\geq t'}$;
2. $S_2$ is $X_{s,t''}$-restricted admissible for $F_{\geq t''}$;
3. $S_1 \cap X_t = S_2 \cap X_t$.

Then $S = S_1 \cup S_2$ is an $X_{s,t}$-restricted admissible set for $F_{\geq t}$.

Proof. By properties 2 and 3 of tree decompositions, there are no attacks between the argument sets $X_{s,t'}$ and $X_{s,t''}$. In order to show that $S = S_1 \cup S_2$ is $X_{s,t}$-restricted admissible, we have to prove that (a) $S$ is conflict-free in the AF $F_{\geq t}$; and (b) $S$ defends itself against all attacks from arguments in $X_{s,t} = X_{s,t'} \cup X_{s,t''}$ in $F_{\geq t}$.

(a) Suppose to the contrary that there is a conflict $a \rightarrow b$ with $a, b \in S$. Then either $a, b \in X_{s,t'}$ (resp. $a, b \in X_{s,t''}$) or $a \in X_{s,t'}$ while $b \in X_{s,t''}$ (or vice versa). In the case $a, b \in X_{s,t'}$, we get $a, b \in S_1$ and, therefore, $S_1$ is not conflict-free in $F_{\geq t}$, a contradiction to assumption 1 (the same argument applies to the case $a, b \in X_{s,t''}$). Thus assume $a \in X_{s,t'}$ while $b \in X_{s,t''}$ (or vice versa). Since there are no attacks between an argument from $X_{s,t'}$ and an argument from $X_{s,t''}$, it must hold that $a \in X_t$ or $b \in X_t$. Hence, $[a, b] \subseteq X_{s,t'}$ or $[a, b] \subseteq X_{s,t''}$ holds. Assuming $S_1 \cap X_t = S_2 \cap X_t$, this means that there is a conflict in either $S_1$ or $S_2$, yielding a contradiction to assumption 1 or 2.

(b) We show that all arguments in $S_1$ are defended by $S$ against arguments from $X_{s,t}$ in $F_{\geq t}$. The analogous result for $S_2$ then follows by symmetry. In total, every argument in $S$ is then defended by $S$ against arguments from $X_{s,t}$. Together with the result from (a), we thus derive the desired result, i.e., that $S$ is an $X_{s,t}$-restricted admissible set for $F_{\geq t}$.

By assumption, $S_1$ defends itself against $X_{s,t'}$ in $F_{\geq t}$ and thus against $X_{s,t''}$ in $F_{\geq t}$. Moreover, there are no attacks from $X_{s,t''}$ against $X_{s,t'}$ in $F_{\geq t}$ by the properties of tree decompositions. So $X_{s,t'}$ can only attack arguments in $S_1 \cap X_t$. Thus, $S_2$
defends $S_1$ against $X_{t,t'}$ since, $S_1 \cap X_t = S_2 \cap X_t$ and by assumption, $S_2$ defends itself against all attacks from $X_{t,t'}$ in $F_{\geq t}$ and thus also in $F_{\geq t}$. Putting this together, we have that $S = S_1 \cup S_2$ defends $S_1$ against $X_{t,t'}$ in $F_{\geq t}$. \hfill \square

**Lemma 10.** Let $S$ be an $X_{t,t'}$-restricted admissible set for $F_{\geq t}$, $S_1 = S \cap X_{t,t'}$ and $S_2 = S \cap X_{t,t'}$. Then,

1. $S_1$ is $X_{t,t'}$-restricted admissible for $F_{\geq t}$;
2. $S_2$ is $X_{t,t'}$-restricted admissible for $F_{\geq t}$;
3. $S_1 \cap X_t = S_2 \cap X_t$.

**Proof.** Let $S$ be an $X_{t,t'}$-restricted admissible set for $F_{\geq t}$. Assumption 3 is immediate by the fact that $X_{t,t'} \cap X_{t,t'} = X_t$. Moreover, since $S$ is conflict-free in $F_{\geq t}$, each subset of $S$ is conflict-free in any subframework of $F_{\geq t}$, in particular $S_1 = S \cap X_{t,t'}$ is conflict-free in $F_{\geq t}$ and $S_2 = S \cap X_{t,t'}$ is conflict-free in $F_{\geq t}$. It remains to show that $S_1$ (resp. $S_2$) defends itself against all attacks from $X_{t,t'}$ (resp. from $X_{t,t'}$) in $F_{\geq t}$ (resp. in $F_{\geq t}$). Suppose to the contrary that there exists $a \in X_{t,t'}$ such that $a \mapsto a$ and $S_1 \not\mapsto a$ in $F_{\geq t}$. Since $S$ is $X_{t,t'}$-restricted admissible in $F_{\geq t}$, we know that $S \not\mapsto a$ in $F_{\geq t}$. Hence, there has to exist an argument $b \in S \setminus S_1 = S \cap X_{t,t'}$ such that $b \mapsto a$ in $F_{\geq t}$. But, as already observed earlier, there are no attacks between $X_{t,t'}$ and $X_{t,t'}$, a contradiction. By symmetry, also $S_2$ is $X_{t,t'}$-restricted admissible for $F_{\geq t}$.

**Proof of Lemma 8 continued.** We now show that valid colorings and vcolorings for a JOIN node $t$ coincide. First, let $C$ be a vcoloring for $t$, i.e., $C = C' \times C''$, where $C'$ (resp. $C''$) is a vcoloring for $t'$ (resp. $t''$) and $[C'] = [C'']$. By assumption, $C'$ and $C''$ are valid colorings for the respective nodes $t'$ and $t''$. Hence, there exist $S_1 \in e_t(C')$ and $S_2 \in e_t(C'')$. Moreover, by $[C'] = [C'']$, we have $S_1 \cap X_t = S_2 \cap X_t$. Thus, by Lemma 9, $S_1 \cup S_2$ is $X_{t,t'}$-restricted admissible. It remains to show that $S \in e_t(C)$. To this end, we check that the conditions (i)–(iv) in Definition 15 are satisfied for every $a \in X_t$:

(i) By the definition of the $\times$-operator in Fig. 8, we have $C(a) = \in$ iff $C'(a) = \in$ and $C''(a) = \in$. This, in turn, is equivalent to $a \mapsto a$ in $S_1$ and $a \mapsto a$ in $S_2$. In total, we have $C(a) = \in$ iff $a \in S$.

(ii) $C(a) = \not\in$ iff $C'(a) = \not\in$ or $C''(a) = \not\in$ (see Fig. 8) iff $S_1 \not\mapsto a$ or $S_2 \not\mapsto a$ iff $S \not\mapsto a$.

(iii) By the “otherwise” branch in Fig. 8, we have $C(a) = a$ iff $(C'(a) = \not{\in} \lor C''(a) = \not{\in})$ and $(C'(a) \not= \not{\in} \lor C''(a) \not= \not{\in})$. This, in turn, is equivalent to $(a \not\mapsto S_1 \lor a \not\mapsto S_2)$ and $(S_1 \not\mapsto a \land S_2 \not\mapsto a)$. In total, we have $C(a) = a$ iff $a \not\mapsto S$ but $S \not\mapsto a$.

(iv) $C(a) = out$ iff $C'(a) = out$ and $C''(a) = out$ (see Fig. 8) iff $a \not\mapsto S_1$, $a \not\mapsto S_2$, $S_1 \not\mapsto a$ and $S_2 \not\mapsto a$ iff $a \not\mapsto S$ and $S \not\mapsto a$.

Now assume that $C$ is a valid coloring for $t$, i.e., there exists $S \in e_t(C)$. We define $S_1 = S \cap X_{t,t'}$ and $S_2 = S \cap X_{t,t'}$. Then, by Lemma 10, $S_1$ is $X_{t,t'}$-restricted admissible for $F_{t,t'}$, $S_2$ is $X_{t,t'}$-restricted admissible for $F_{t,t'}$, and $S_1 \cap X_t = S_2 \cap X_t$. As in the proof of Lemma 1, we can define a coloring $C'$ at $t'$ and a coloring $C''$ at $t''$, such that $S_1 \in e_{t'}(C')$ and $S_2 \in e_{t''}(C'')$. Then $C'$ and $C''$ are valid colorings for the respective nodes $t'$ and $t''$, and, therefore, by assumption they are also vcolorings for their node. Now define the vcoloring $C = C' \times C''$ for node $t$. We claim that $C = C$ holds. To prove this claim, we have to show that $C(a) = C(a)$ for every $a \in X_t$. This equality is shown by distinguishing the four possible values (in, def, att, out) and by exploiting the conditions (i)–(iv) in Definition 15 as well as the definition of the $\times$-operator in Fig. 8. We only work out the case of "in" nodes here. The remaining cases are treated analogously. Inspecting the definition of $\times$ in Fig. 8, shows that $C(a) = \in$ iff $C'(a) = \in$ and $C''(a) = \in$. This, in turn, is equivalent to $a \in S_1$ and $a \in S_2$. On the other hand, by condition (i) of Definition 15, we have $C(a) = \in$ iff $a \in S$. By the definition of $S_1$ and $S_2$, this is equivalent to $a \in S_1$ and $a \in S_2$. In total, we thus have $C(a) = \in$ iff $a \in S$.

**Example 16.** The only node of type JOIN in our example is the node $n_2$, which combines the subframeworks $F_{\geq n_1}$ and $F_{\geq n_2}$. Consider the coloring $C'$ for node $n_2$ and the coloring $C''$ for node $n_8$ with $C'(c) = C''(c) = \in$ and $C'(d) = C''(d) = \not{\in}$. As $[C'] = [C'']$, i.e., the extensions coincide on the intersection $X_{n,m} \cap X_{n,m}$, we can join these colorings without causing any conflict. Thus we obtain $C$ with $C(c) = \in$ and $C(d) = def$ for the node $n_{12}$. Now let us consider the coloring $D''$ for node $n_8$ with $D''(c) = def$ and $D''(d) = in$. We have that $[C''] \not= [D'']$ and one can see that the set $[C'] \cup [D''] = [c,d]$ has a conflict. Hence the pair $C', D''$ does not lead to a vcoloring for the node $n_{12}$.

Lemmas 3–8 show that vcolorings provide us with exactly the same information as valid colorings. The following result thus immediately follows by structural induction over a given nice tree decomposition.

**Theorem 5.** Let $(T, X)$ be a nice tree decomposition of an AF $F = (A, R)$. Then, for each coloring $C$ for a node $t \in T$, it holds that $C$ is a valid coloring for $t$ iff $C$ is a vcoloring for $t$.

Let us now describe how credulous acceptance can be performed via vcolorings: We just have to mark each coloring which assigns the value $\in$ to the argument we are interested in and accordingly pass this mark up to the root. In other words, we mark a coloring if it is constructed by using at least one marked coloring. If the coloring of the root has the mark, then we know that credulous acceptance for this argument holds.
Example 17. Recall the computation from Example 12 in Fig. 9. We now consider the problem of deciding if the argument \( d \) is credulously accepted. The argument \( d \) is introduced in the nodes \( n_3 \) and \( n_{11} \), thus we mark all their vcolorings \( C \) satisfying \( C(d) = \text{in} \) and illustrate this with a \( \checkmark \) in the last column of the table. Consider, for instance, the node \( n_9 \) with the colorings \( C_1(c) = \text{in}, C_2(d) = \text{def}, C_2(c) = \text{def}, C_2(d) = \text{in} \) and \( C_3(c) = \text{out}, C_3(d) = \text{out} \). The child node \( n_9 \) has colorings \( C'_1(d) = \text{in} \) and \( C'_2(d) = \text{out} \), the first marked for credulous acceptance. As \( C_2 \) is constructed via the marked \( C'_1 \) (\( C_2 = C'_1 + \{c\} \)) it is also marked and as \( C_1 \) and \( C_3 \) are both constructed via \( C'_2 \) (\( C_1 = C'_2 + \{c\}, C_3 = C'_2 + \{c\} \)) they are not marked.

Since vcolorings can be computed efficiently (for bounded bag size) we obtain the following result for such an algorithm, assuming that AFs come together with a nice tree decomposition of suitable width. The upper bound on the time complexity is obtained by considering the maximum number of vcolorings per node and assuming a straightforward method (e.g., nested loops) for computing a node’s vcolorings from the vcolorings at the child node(s).

**Theorem 6.** Deciding CA for an AF \( F = (A, R) \) of tree-width \( k - 1 \) can be done in time \( O(10^k \cdot k \cdot |A|) \).

**Proof.** Let \( (T, \mathcal{X}) \) be a tree decomposition of an AF \( F = (A, R) \). First, we observe that the number of colorings for each node \( t \in T \) is bounded by \( 4^k \), since there are at most \( k \) arguments in \( X_t \in \mathcal{X} \) and there are only 4 colors \( \{ \text{in}, \text{out}, \text{def}, \text{att} \} \) to assign to these arguments. We assume that the set of vcolorings for a node \( t \) is stored in a table with \( 4^k \) rows. Each row contains a coloring plus an additional bit which indicates if this coloring is a vcoloring. We assume that, given a coloring \( C \), we can find the corresponding row in this table within time \( O(k) \). We have to show that computing the vcolorings at each node \( t \in T \) is feasible in time \( O(10^k \cdot k) \) in a single bottom-up traversal of \( T \). Since the number of nodes of \( T \) may be assumed to be bounded by \( O(|A|) \), the desired upper bound of the theorem follows immediately. We prove the upper bound \( O(10^k \cdot k) \) for the time needed at each node \( t \in T \) by distinguishing the four types of nodes in a nice tree decomposition.

At a LEAF node \( t \), we inspect each coloring \( C \) in the table at \( t \) and check in time \( O(k^2) \) if \( C \) is a vcoloring, i.e., conflict-free. To this end, we simply consider all pairs of arguments in the bag. This yields the bound \( O(4^k \cdot k^2) \).

For a FORGET node \( t \), we iterate over all vcolorings \( C' \) for the successor node \( t' \) and check for each such \( C' \) if \( C'(a) \neq \text{att} \). In this case, we compute the coloring \( C = C' - a \) in time \( O(k) \). Then we access in time \( O(k) \) the coloring \( C \) in the table at \( t \) and set the vcoloring-bit. In total, we can compute the vcoloring-table at \( t \) in time \( O(4^k \cdot k) \). An INSERT node \( t \) is treated similarly.

In a JOIN node \( t \), the vcolorings are computed by combining two colorings of the successors \( t' \) and \( t'' \). In a naive implementation, up to \( 4^k \cdot 4^k = 4^{2k} = 16^k \) pairs exist. However, we show that only \( 10^k \) pairs have to be considered. By using appropriate data structures, we can implement the join such that we only consider pairs \((C', C'')\) with \([C'] = [C'']\). For instance, we can sort the colorings in the tables at \( t' \) and \( t'' \) in lexicographical order by treating \( in \) as 1 and the other values (i.e., \( \text{def}, \text{att}, \text{out} \)) as 0. In the sorted table, the colorings \( D \) and \( D' \) with \([D] = [D']\) are in contiguous rows. This sorting requires time \( O(10^k \cdot k) \).

Let \( C \) be a coloring over \( k \) arguments with \( m \leq k \) arguments mapped to \( \text{in} \). Then, for each argument with \( C(a) \neq \text{in} \), we can select any color in \( \{ \text{out}, \text{def}, \text{att} \} \) without affecting the set \([C]\). Thus there exist at most \( 3^{k-m} \) different colorings \( C' \) such that \([C] = [C']\). For every \( m \), there are \( \binom{k}{m} \) different choices of \( m \) arguments and thus there are \( \binom{k}{m} \cdot 3^{k-m} \) colorings \( C \) in the first table mapping \( m \) arguments to \( \text{in} \). Each of these colorings can be combined with \( 3^{k-m} \) colorings from the second table. Hence we have at most \( \binom{k}{m} \cdot 3^k \cdot 3^m \cdot 3^m = \sum_{m=0}^{k} \binom{k}{m} \cdot 9^m = 10^k \) to obtain the first sum we use the identity \( \binom{k}{m} = \binom{k}{k-m} \) and the latter equality follows from the combinatorial identity \( \sum_{i=0}^{n} \binom{n}{i} \cdot (i+1)^n = \sum_{i=0}^{n-1} \binom{n}{i} \cdot (i+1)^n \). Each joinable pair \((C', C'')\) can be handled in time \( O(k) \) (for computing \( C = C' \cap C'' \) and setting the vcoloring-bit of \( C \)). In total, the vcolorings for a JOIN node can thus be computed in time \( O(10^k \cdot k) \). □

As hinted at in Example 12, our dynamic programming approach can be easily extended so as to **count the number of admissible sets**. In fact, we just need to add the computation of the \#-column to our algorithm (which is straightforward due to Lemma 2). Finally, we also emphasize the possibility of **enumerating (with linear delay) all admissible sets** (using a second top-down pass of the tree similar as sketched in [34]).

### 4.2. Characterizing preferred extensions

So far, we have solved the credulous acceptance problem via a certain characterization for the admissible sets. For skeptical reasoning, we have to characterize preferred extensions rather than the admissible sets. We thus need a more complicated data structure. Instead of colorings for nodes \( t \) we shall use pairs \((C, \Gamma)\) where \( C \) is a coloring for \( t \) and \( \Gamma \) is a set of colorings for \( t \). The set \( \Gamma \) of “certificates” contains further colorings which characterize \( X_{\leq r} \)-restricted admissible sets strictly larger than the \( X_{\leq r} \)-restricted admissible sets characterized by \( C \). Intuitively, \( \Gamma \) represents those \( X_{\leq r} \)-restricted admissible sets which may ultimately keep the elements in \( e_1(C) \) from being maximal.
Definition 17. Let $(T, \mathcal{X})$ be a tree decomposition of an AF $F$, $t \in T$, and $(C, \Gamma)$ a pair with $C$ being a coloring for $t$ and $\Gamma$ being a set of colorings for $\mathcal{X}$. We call $(C, \Gamma)$ simply a pair for $t$ and define $e_t(C, \Gamma)$ as the collection of sets $S$ which satisfy the following conditions:

(i) $S \in e_t(C)$;
(ii) For all $C' \in \Gamma$, there is an $E \in e_t(C')$ such that $S \subseteq E$;
(iii) For all $X_{> t}$-restricted admissible (for $F_{\geq t}$) sets $E$ with $S \subseteq E$, there exists some $C' \in \Gamma$ with $E \in e_t(C')$.

If $e_t(C, \Gamma) \neq \emptyset$, $(C, \Gamma)$ is a valid pair for $t$.

The following technical lemmas mirror Lemmas 1 and 2.

Lemma 11. Let $(T, \mathcal{X})$ be a tree decomposition of an AF $F$, $t \in T$, and $S$ an $X_{> t}$-restricted admissible set for $F_{\geq t}$. Then, there is a pair $(C, \Gamma)$ for $t$ such that $S \in e_t(C, \Gamma)$.

Proof. Let $S$ be an $X_{> t}$-restricted admissible set for $F_{\geq t}$ by Lemma 1, there exists a coloring $C$ with $S \in e_t(C)$. Now let $\mathcal{E} = \{ E \mid E$ is $X_{> t}$-restricted admissible for $F_{\geq t}$ and $S \subseteq E \}$. Moreover, let $\Gamma' = \{ C' \mid \exists E \in \mathcal{E}$, s.t. $E \in e_t(C') \}$. We claim that $S \in e_t(C, \Gamma)$. To prove this, we check the conditions (i)-(iii) from Definition 17: (i) $S \in e_t(C)$ by the selection of $C$. (ii) For all $C' \in \Gamma'$, there exists $E \in e_t(C')$ with $S \subseteq E$; this follows by the construction of $\Gamma'$ from $\mathcal{E}$. (iii) For all $X_{> t}$-restricted sets $E$ that are admissible in $F_{\geq t}$ with $S \subseteq E$, there exists $C' \in \Gamma'$ with $E \in e_t(C')$; again this follows by the construction of $\Gamma'$ from $\mathcal{E}$. □

Lemma 12. Let $(T, \mathcal{X})$ be a tree decomposition of an AF $F$, $t \in T$, and let $(C, \Gamma), (C', \Gamma')$ be different pairs for $t$ (but not necessarily $C \neq C'$). Then, $e_t(C, \Gamma) \cap e_t(C', \Gamma') = \emptyset$.

Proof. If $C \neq C'$ then, by Lemma 2, $e_t(C) \cap e_t(C') = \emptyset$ and our claim follows. Thus, it remains to consider pairs $(C, \Gamma), (C', \Gamma')$ with $\Gamma \neq \Gamma'$. W.l.o.g., we assume there exists a coloring $\tilde{C}$ for $t$ such that $\tilde{C} \in \Gamma$ but $\tilde{C} \notin \Gamma'$. In order to show that $e_t(C, \Gamma) \cap e_t(C', \Gamma') = \emptyset$, we prove that none of the sets $S \in e_t(C, \Gamma)$ is contained in $e_t(C', \Gamma')$.

Let $S$ be an arbitrary set in $e_t(C, \Gamma)$. Suppose to the contrary that $S$ is also contained in $e_t(C', \Gamma')$. By Definition 17 (applied to $e_t(C, \Gamma)$), there exists an $X_{> t}$-restricted admissible set $E \in e_t(C)$ for $F_{\geq t}$ such that $S \subseteq E$. By Definition 17 (applied to $e_t(C', \Gamma')$), there exists a coloring $C^* \in \Gamma'$ such that $E \in e_t(C^*)$. By Lemma 2, the colorings $\tilde{C}$ and $C^*$ coincide. Thus, $\tilde{C} \in \Gamma'$, a contradiction. □

Hence, each element $S \in e_t(C, \Gamma)$ is an $X_{> t}$-restricted admissible set for $F_{\geq t}$ and each $X_{> t}$-restricted admissible set for $F_{\geq t}$ is characterized by some valid pair for $t$.

Now that we have augmented valid colorings with sets of valid colorings, we can identify the preferred extensions of $F$ in the root node. Recall that the root node $r$ of $T$ has an empty bag, thus there are only two possible pairs for $r$, namely $(\epsilon, \emptyset)$ and $(\epsilon, \{ \epsilon \})$, where $\epsilon$ is the empty coloring. Only the first pair corresponds to preferred extensions (see Definition 17) and we have the following relationship.

Proposition 2. Let $r$ be the root of a nice tree decomposition $(T, \mathcal{X})$ of an AF $F$. Then, $e_t(\epsilon, \emptyset) = \text{pref}(F)$.

Proof. We recall that $e_t(\epsilon) = \text{adm}(F)$. To show the set inclusion $e_t(\epsilon, \emptyset) \subseteq \text{pref}(F)$, let $S$ be an arbitrary set such that $S \in e_t(\epsilon, \emptyset)$. By Definition 17(i) we obtain that $S$ is admissible for $F_{\geq t} = F$. Further by (ii) and the fact that $\Gamma = \emptyset$ we conclude that there is no proper superset of $S$ being admissible for $F$, i.e. $S$ is a preferred extension of $F$. It remains to show that $e_t(\epsilon, \emptyset) \supseteq \text{pref}(F)$. Thus let $S \in \text{pref}(F)$ be an arbitrary preferred extension of $F$. By Lemmas 11 and 12 we get that there exists a unique pair $(C, \Gamma)$ such that $S \in e_t(C, \Gamma)$. Since the root node has an empty bag, $\epsilon = \emptyset$ and further, by Definition 17(ii) and the fact that $S$ is a $\subseteq$-maximal admissible set for $F$, we conclude that $\Gamma = \emptyset$ has to hold as well. □

Thus, our pairs have the desired property to characterize preferred extensions. It remains to find an efficient way to compute them. As we did for admissible sets, we shall employ vcolorings for this purpose. However, the bottom-up computation now has to be applied to certificates as well, which makes the definition more involved. To handle the certificates, we have to extend the definition of the operators for vcolorings (see Fig. 8) to sets of vcolorings. By slight abuse of notation, we overload the operators $- \epsilon$, $+ \epsilon$, $\oplus$, and $\otimes$ as follows:

$\Gamma - \epsilon = \{ C - a \mid C \in \Gamma \text{ and } C(a) \neq \text{att} \}$

$\Gamma + \epsilon = \{ C + a \mid C \in \Gamma \}$

$\Gamma ^\oplus a = \{ C ^\oplus a \mid C \in \Gamma, \ a \not\rightarrow a, \ [C] \not\rightarrow a \text{ and } a \not\rightarrow [C] \}$

$\Gamma ^\otimes \Delta = \{ C ^\otimes D \mid C \in \Gamma, \ D \in \Delta \text{, and } [C] = [D] \}$. 
We observe that if \( I \) is a set of vcolorings for a node \( t' \) having \( t \) as its parent node, applying an operator corresponding to the node type of \( t \) results in a set of vcolorings for \( t \). For the join operator we additionally have to assume that \( \Delta \) is a set of vcolorings for a node \( t'' \) which shares \( t \) as a parent node with \( t' \). As an analogue to vcolorings we formally define now the concept of vpairs as follows.

**Definition 18.** Let \((T, \mathcal{X})\) be a nice tree decomposition of an AF \( F \) and let \( t \in T \) be a node with \( t', t'' \) its possible children. Depending on the node type of \( t \) we define a **vpair** for \( t \) as follows:

- **LEAF:** Each \((C, I')\) where \( C \in \mathcal{C}_t \) and \( I' = \{C' \in \mathcal{C}_t \mid [C] \subseteq [C']\} \) is a vpair for \( t \).
- **FORGET:** If \((C', I'')\) is a vpair for \( t' \), \( X_t = X_{t'} \setminus \{a\} \), and \( C'(a) \neq \text{att} \), then \( - (C' - a, I' - a) \) is a vpair for \( t \).
- **INSERT:** If \((C', I'')\) is a vpair for \( t' \) and \( X_t = X_{t'} \cup \{a\} \), then
  - \( (C' + a, I' + a) \cup (I'' + a) \cup ([C'] + a) \) is a vpair for \( t \);
  - if \( C' + a \) is a vcoloring then \( (C' + a, I' + a) \) is a vpair for \( t \) as well.
- **JOIN:** If \((C', I'')\) is a vpair for \( t' \), \((C'', I''')\) is a vpair for \( t'' \), and \([C'] = [C''] \), then
  - \( (C' \bowtie C'', (I' \bowtie I'') \cup ([C'] \bowtie I''') \cup (I'' \bowtie [C''])) \) is a vpair for \( t \).

A few words about the certificates of \( C' + a \) in the above definition are in order. We consider here a new argument \( a \) but do not add it to \([C]\). Each node certificate \( E' \in E' \) may give rise to two certificates of \( C' + a \). First, if we do not add \( a \) to \([E']\), we get that \( E' + a \) is still a certificate for \( C' + a \). But we possibly also get a certificate for \( C' + a \) if we do add \( a \) to \([E]\), namely \( E' + a \) – hence the union with \((I') + a \). Finally, we may also get a new certificate of \( C' + a \) if we take \( C' \) itself and add \( a \) to \( [C] \) – hence the union with \([C'] + a \).

Similar considerations underly the certificates of \( C' \bowtie C'' \). Here we combine vcolorings \( C, C' \) of different subframeworks \( F_{2\ell} \bowtie F_{2\ell'} \) to a vcoloring for the union of these subframeworks. Now let \( D \) be a certificate of \( C \) and \( D' \) a certificate of \( C' \) then clearly \( D \bowtie D' \) is a certificate for \( C \bowtie C' \). But further we have that \( C \bowtie D' \) and \( D \bowtie C'' \) are also certificates for \( C \bowtie C' \). This relies on the fact that for a \( \subseteq \)-relationship in the combined AF, it suffices to have a \( \subseteq \)-relationship in one of the subframeworks and a \( \subseteq \)-relationship in the other.

**Example 18.** Recall the AF from Example 9. The computation of vpairs for nodes \( t \) is illustrated in Fig. 10. As before we use the \#-column to note the cardinality of the sets \( e_t(C, I') \) for better readability. Furthermore, we use the \( \ell \) symbol to illustrate how to decide \( \text{SA} \) – a detailed explanation of this concept follows in Example 23. Also observe that we indeed have pairs \((C, I')\) and \((C, I'')\) with \( I' \neq I'' \) for the same node. An example is node \( n_3 \) with bag \([b, c]\) on the left branch and the coloring \( C_1 \) with \( C_1(b) = \text{def} \) and \( C_1(c) = \text{inn} \), i.e. \([C_1] = [c] \). We have that \( e_t(C_1) = \{(c), [a, c]\} \). However, \( e_t(C_1, [C_1]) = \{[c]\} \) (since we have \([a, c]\) as certificate), while \( e_t(C_1, [C_1]) = \{[a, c]\}) \).

In what follows, we show that vpairs match the concept of valid pairs and thus are appropriate for our purposes. Similarly as for vcolorings, we will do this step-by-step distinguishing between the different node types. We start with the nodes of type **LEAF**:

**Lemma 13.** For any LEAF node in a tree decomposition of an AF, its vpairs coincide with its valid pairs.

**Proof.** Let \((T, \mathcal{X})\) be a tree decomposition of \( F \) and \( t \) a leaf node in \( T \). The \( X_{\ell t} \)-restricted admissible sets for \( F_{3\ell} \) coincide with the sets \([C]\) for the valid colorings \( C \in \mathcal{C}_t \). Moreover, the valid colorings and vcolorings for \( t \) coincide by Lemma 3. Now let \((C, I')\) be a valid pair for \( t \). Then, by Definition 17, \([C] \in e_t(C, I') \). Hence, by Definition 18, \((C, I')\) is a vpair for \( t \). Conversely, let \((C, I')\) be a vpair for \( t \) and let \( S = [C] \). By Definition 16, \( S \) is \( X_{\ell t} \)-restricted admissible for \( F_{3\ell} \). Hence, by Definitions 17 and 18, \( S \in e_t(C, I') \). \((C, I')\) is thus a valid pair for node \( t \). \( \Box \)

**Example 19.** Consider, for instance, the LEAF node \( n_{13} \) in Fig. 10. As mentioned before we have four valid colorings \( C_1, C_2, C_3, C_4 \) that correspond to the \( \emptyset \)-restricted admissible sets \([\emptyset], [\ell], [f], [g], [\emptyset]\) of \( F_{3\ell n_{13}} \). One can see that the first three sets are \( \subseteq \)-maximal in being \( \emptyset \)-restricted admissible for \( F_{3\ell n_{13}} \) and thus correspond to the vpairs \((C_1, \emptyset), (C_2, \emptyset), (C_3, \emptyset)\) of \( n_{13} \). On the other hand, \( \emptyset \) has three such supersets, namely \([\emptyset], [\ell], [f], [g] \), and thus the corresponding vpair is \((C_4, [C_1, C_2, C_3])\).

Next we consider FORGET nodes:

**Lemma 14.** For any FORGET node \( t \) in a tree decomposition of an AF, vpairs and valid pairs coincide, if they coincide in the child node \( t' \) of \( t \).

**Proof.** Let \((T, \mathcal{X})\) be a tree decomposition of \( F = (A, R) \), \( t \) a FORGET node in \( T \), and \( t' \) the child node of \( t \). We have that \( X_t = X_{t'} \setminus \{a\} \), for some argument \( a \in X_{t'} \).
First we show that every valid pair for $t$ is also a vpair for $t$. Thus let $(\mathcal{C}, \Gamma')$ be a valid pair for $t$. Then there exists a set $S \in \mathcal{e}_t(\mathcal{C}, \Gamma')$. In particular, $S$ is $X_{=t}$-restricted admissible for $F_{=\tau}$, and hence, also $X_{>t}$-restricted admissible for $F_{>\tau} = F_{\geq t}$. Thus, by Lemmas 11 and 12, there exists a unique valid pair $((\mathcal{C}', \Gamma'))$ for $t'$ with $S \in \mathcal{e}_t'(\mathcal{C}', \Gamma')$. By assumption, $(\mathcal{C}', \Gamma')$ is a vpair for $t'$. Since $S$ is $X_{=t'}$-restricted admissible for $F_{=\tau}$ and $S \in \mathcal{e}_t(\mathcal{C})$, we have $\mathcal{C}'(a) \neq \text{att}$. Then $(\mathcal{C}' - a, \Gamma' - a)$ is a vpair for $t$. We claim that $(\mathcal{C}' - a, \Gamma' - a) = (\mathcal{C}, \Gamma)$ holds.
For $C' - a = C$, recall the construction from the proof of Lemma 5, where we constructed a coloring, which we denote here as $C^*$, such that $C^* - a = C$ and $S \in e_r(C^*)$. As also $S \in e_r(C')$ holds, by Lemma 2 we have that $C' = C^*$ and thus $C' - a = C$.

To show $I' - a = I'$, we first consider the inclusion $I' - a \subseteq I'$: Let $D' \in I'$ with $D'(a) \neq \text{att}$. By condition (ii) of Definition 17, there exists an $X_{s,t'}$-restricted admissible set $E$ for $F_{s,t'}$ with $S \subseteq E$ and $E \in e_r(D')$. By $D'(a) \neq \text{att}$, we know that $E$ is also $X_{s,t'}$-restricted admissible. Hence, by condition (iii) of Definition 17, there exists $D \in I'$ with $E \in e_r(D)$. As before one can use the construction from the proof of Lemma 5 together with Lemma 2, to obtain $D = D' - a$. Hence, $I' - a \subseteq I'$.

Now consider arbitrary coloring in $I'$. By condition (ii) of Definition 17, there exists an $X_{s,t}$-restricted admissible set $E$ for $F_{s,t}$ with $S \subseteq E$ and $E \in e_t(D)$. By condition (iii) of Definition 17 and since $E$ is also $X_{s,t}$-restricted admissible for $F_{s,t}$, there exists $D' \in I'$ with $E \in e_r(D')$. Again by the construction from the proof of Lemma 5 and Lemma 2 we have that $D = D' - a$. Hence, $I' \subseteq I' - a$.

We now show that every vpair for the FORGET node $t$ is also valid pair for $t$. Let $(C, I')$ be a vpair for $t$, i.e., there exists a vpair $(C', I')$ for node $t'$ with $C'(a) \neq \text{att}$ and $(C, I') = (C', I') - a$. By assumption, $(C', I')$ is a valid pair for $t'$. Hence, there exists $E \in e_t(C') \subseteq E$. As we claim that $S \subseteq e_t(C)$ holds since $C' = C - a$. It remains to show that also conditions (ii) and (iii) of Definition 17 are fulfilled.

To show condition (ii), let $D \in I'$, i.e., $D$ is of the form $D = D' - a$ for some $D' \in I'$ with $D'(a) \neq \text{att}$. Since $S \in e_t(C')$, there exists $E \in e_t(D')$ with $S \subseteq E$. As in the proof of Lemma 5, then also $E \in e_t(D' - a)$. To show condition (iii), let $E$ be $X_{s,t}$-restricted admissible for $F_{s,t}$ with $S \subseteq E$. Then $E$ is also $X_{s,t}$-restricted admissible for $F_{s,t}$, and therefore, there exists $D' \in I'$ with $E \in e_t(D')$. Since $E$ is also $X_{s,t}$-restricted admissible, we have $D'(a) \neq \text{att}$. But then, as in the proof of Lemma 5, also $E \in e_t(D' - a)$. □

Example 20. As an example for a FORGET node, consider the node $n_{12}$ in Fig. 10, which removes argument $g$ from its child node $n_{13}$. The vpairs of $n_{12}$ are obtained from the vpairs of $n_{13}$ with the exception of the vpair $(C_2, \emptyset)$ with $[C_2] = \{f\}$. This is due to the fact that $C_2$ is not further propagated as a coloring; thus also the vpair $(C_2, \emptyset)$ is not propagated by definition (since $C_2(a) = \text{att}$). For the same reason, we also have to eliminate $C_2$ from the certificates of the vpair $(C_4, [C_1, C_2])$ of node $n_{13}$ which leads to the vpair $(C_3, [C_1, C_2])$ for node $n_{12}$.

We continue with nodes of type INSERT.

Lemma 15. For any INSERT node $t$ in a tree decomposition of an AF, vpairs and valid pairs coincide, if they coincide in the child node $t'$ of $t$.

Proof. Let $(T', X')$ be a tree decomposition of $F = (A, t)$ an INSERT node in $T'$, and $t'$ the child node of $t$. Hence we have that $X_t = X_t' \cup \{a\}$ for some argument $a \in A$.

First we show that every valid pair for $t$ is also a vpair for $t$. Thus let $(C, I')$ be a valid pair for $t$. Then there exists $S \in e_t(C)$, which is $X_{s,t}$-restricted admissible for $F_{s,t}$, and the set $S' = S \setminus \{a\}$ is $X_{s,t'}$-restricted admissible for $F_{s,t'}$. Thus, by Lemmas 11 and 12, there exists a unique valid pair $(C', I')$ for $t'$ with $S' \in e_t(C')$. By assumption, $(C', I')$ is a vpair for $t'$. Then $(C + a, I'')$ with $I'' = (I' + a) \cup (I' - a) \cup ((C') - a) = I' + a$ is a vpair for $t$ and further if $[C'] \cap a$ is conflict-free in $F_t$, then also $(C' + a, I'' - a)$ is a vpair. We claim that either $(C' + a, I'') = (C, I')$ or $(C' + a, I'' + a) = (C, I')$ holds.

To show that either $C = C + a$ (if $a \notin S$) or $C = C' + a$ (if $a \in S$) holds, recall the proof of Lemma 7, where we constructed a coloring, which we denote here as $C^*$, such that $C^* = C + a$ or $C = C^* + a$ and $S \setminus \{a\} \in e_r(C^*)$. Also $S \setminus \{a\} \in e_r(C')$ holds, by Lemma 2 we have that $C' = C^*$ and the assertion follows.

In the following we show that also the respective sets of certificates coincide. To this end we distinguish the two mentioned cases $a \notin S$ and $a \in S$, respectively:

1. Assume $a \notin S$: To derive $I'' = I'$, we first show the relation $I'' \subseteq I'$; this can be split up into the following three statements:

   $\text{(a)}$ $I'' + a \subseteq I'$, \hspace{1cm} $\text{(b)}$ $I'' + a \subseteq I'$, \hspace{1cm} and \hspace{1cm} $\text{(γ)}$ $[C'] + a \subseteq I'$

   To show (a) and (b), consider $D' \in I'$. By condition (ii) of Definition 17, there exists an $X_{s,t'}$-restricted admissible set $E'$ for $F_{s,t'}$ with $S' \subseteq E'$ and $E' \in e_t(D')$. As we have here $S = S'$, we obtain $S \subseteq E = E'$ for (a), and $S \subseteq E = E' \cup \{a\}$ for (b). In the first case we have that $E$ is conflict-free in $F_{s,t}$ by definition, and further as $X_{s,t} = X_{s,t'}$ and $a \notin X_{s,t}$ it is also an $X_{s,t}$-restricted admissible set for $F_{s,t}$. In the latter case $E$ is conflict-free in $F_{s,t}$ iff the set $[D'] \cup \{a\}$ is conflict-free. This is due to the definition of tree decompositions which ensures that there are no attacks between the set $X_{s,t}$ and the new argument $a$. Using that $a$ is not attacked by $X_{s,t}$ we get that if $E$ is conflict-free in $F_{s,t}$ then $E$ is also an $X_{s,t}$-restricted admissible set for $F_{s,t}$.

Now by condition (iii) of Definition 17 there exists $D \in I'$ such that $D \in e_r(D')$. As before, using the construction from the proof of Lemma 5 together with Lemma 2, we obtain that, in the case (a) it holds that $D = D' + a$, and in the case (b)
it holds that $D = D' + a$. Next we prove statement ($\gamma$). To do this let us consider the set $(C' + a)$. If $(C' + a) = \emptyset$ statement ($\gamma$) is trivially true. Otherwise, we have that $S \cup \{a\} \in e_t(C' + a)$ and as $S \subseteq S \cup \{a\}$ that $C' + a \in \Gamma'$. Hence, $(C' + a) \subseteq \Gamma'$ and finally $\Gamma' \subseteq \Gamma'$.

To prove $\Gamma' \subseteq \Gamma_1$, consider an arbitrary $D \in \Gamma'$. By condition (ii) of Definition 17, there exists an $X_{\text{str}}$-restricted admissible set $E$ for $F_{2t}$ with $S \subseteq E$ and $E \in e_t(D)$. By the assumption a $\notin S$, i.e., $S = S'$, we have that for $E' = E \setminus \{a\}$ either $S' \subset E'$ or $E = S \cup \{a\}$ (i.e., $E' = S$) holds. In both cases we have that $E'$ is $X_{\text{str}}$-restricted admissible for $F_{2t}$ and thus there exists $D' \in \Gamma'$ with $E' \in e_t(D')$. Now we can use the proof of Lemma 7 together with Lemma 2 to show that in the case $S' \subset E'$, $D = D' + a$ or $D = D' + a$ and $D = C' + a$ otherwise. Hence, $\Gamma' \subseteq \Gamma_1$.

(2) Assume $a \in S$. To show $\Gamma' + a \subseteq \Gamma'$, we first consider the inclusion $\Gamma' + a \subseteq \Gamma'$: Consider $D' \in \Gamma'$. By condition (ii) of Definition 17, there exists a $X_{\text{str}}$-restricted admissible set $E$ for $F_{2t}$ with $S \subseteq E$ and $E \in e_t(D')$. By the construction from the proof of Lemma 7 and Lemma 2, it holds that $D = D' + a$. Hence, $\Gamma' + a \subseteq \Gamma'$.

To prove $\Gamma' \subseteq \Gamma_1$, consider an arbitrary $D \in \Gamma'$. By condition (ii) of Definition 17, there exists a $X_{\text{str}}$-restricted admissible set $E$ for $F_{2t}$ with $S \subseteq E$ and $E \in e_t(D)$. We have that $S' \subset E \setminus \{a\}$ and further that $E'$ is $X_{\text{str}}$-restricted admissible for $F_{2t}$. Thus there exists $D' \in \Gamma'$ with $E' \in e_t(D')$. By the construction from the proof of Lemma 7 and Lemma 2, we get that $D = D' + a$. Hence, $\Gamma' \subseteq \Gamma' + a$ holds.

It remains to show that every vpair for an INSERT node is also a valid pair. Thus let $(C, \Gamma')$ be a vpair for $t$, i.e., there is a vpair $(C', \Gamma')$ for node $t'$ such that either (1) $(C, \Gamma') = (C' + a, \Gamma_1)$ ($\Gamma_1$ defined as above) or (2) $(C, \Gamma') = (C' + a, \Gamma' + a)$ with $|C| \cup \{a\}$ being conflict-free in $F_t$. By assumption, $(C', \Gamma')$ is a valid pair for $t'$ and thus there exists $S' \in e_t(C', \Gamma')$. To show that $(C, \Gamma')$ is a valid pair for $t$ we distinguish the cases (1) and (2) as follows:

(1) As in the proof of Lemma 7, $S = S' \in e_t(C)$ holds since $C = C' + a$. It remains to show that also conditions (ii) and (iii) of Definition 17 are fulfilled. To show condition (ii), consider an arbitrary $D \in \Gamma'$, i.e., $D$ is either of the form

(a) $D = D' + a$,
(b) $D = D' + a$ with $|D| \cup \{a\}$ conflict-free in $F_t$, or
(c) $D = C' + a$ with $|C'| \cup \{a\}$ conflict-free in $F_t$.

Since $S \in e_t(C', \Gamma')$, there exists $E' \in e_t(D')$ with $S \subseteq E'$. In case (a), we follow the proof of Lemma 7, and obtain $E' \in e_t(D' + a)$. For case (b), we get by the construction of $D'$ that $E = E' \cup \{a\}$ is conflict-free in $F_{2t}$. Once more we can use the fact $X_t \not\ni a$ to obtain that $E$ is an $X_{\text{str}}$-restricted admissible set for $F_{2t}$. Further $S \subset E$ and as in the proof of Lemma 7, then also $E \in e_t(D' + a)$. Finally, for (c) the construction of $D = C' + a$ yields that $E = S \cup \{a\}$ is conflict-free in $F_{2t}$ and thus as before $E$ is an $X_{\text{str}}$-restricted admissible set for $F_{2t}$. Hence, as in the proof of Lemma 7, also $E \in e_t(C' + a)$ holds. Further, as if $S \notin S$, we have that $S \subseteq E$.

To show condition (iii), consider an arbitrary $X_{\text{str}}$-restricted admissible set $E$ for $F_{2t}$ such that $S \subseteq E$. Then $E' = E \setminus \{a\}$ is $X_{\text{str}}$-restricted admissible for $F_{2t}$. If $E' = S$ then $C'$ is the unique vcoloring such that $E \in e_t(C')$. Otherwise if $E' \neq S$ it holds that $S \subset E'$ and thus, there exists $D' \in \Gamma'$ with $E \in e_t(D')$. Since $E$ is $X_{\text{str}}$-restricted admissible for $F_{2t}$, we have that there is a unique vcoloring $D$ such that $E \in e_t(D)$. But then, as in the proof of Lemma 7, either $D = C' + a$, $D = D' + a$ or $D = D' + a$ holds.

(2) By the assumption $C = C' + a$ we have that $S = S' \cup \{a\} \in e_t(C)$. It remains to show that the vpair $(C, \Gamma')$ also satisfies conditions (ii) and (iii) of Definition 17. To show condition (ii), consider $D \in \Gamma'$, i.e., $D$ is of the form $D = D' + a$ with $|D| \cup \{a\}$ conflict-free in $F_t$. Since $S \in e_t(C', \Gamma')$, there exists $E' \in e_t(D')$ with $S \subseteq E'$. By the construction of $D'$ we have that $E = E' \cup \{a\}$ is conflict-free and thus that $E$ is an $X_{\text{str}}$-restricted admissible set for $F_{2t}$. By definition of $E$ it holds that $S \subseteq E$ and further, as in the proof of Lemma 7, we get that $E \in e_t(D' + a)$. To show condition (iii) of Definition 17, let $E$ be an $X_{\text{str}}$-restricted admissible set for $F_{2t}$ such that $S \subseteq E$. Then $E' = E \setminus \{a\}$ is $X_{\text{str}}$-restricted admissible for $F_{2t}$ and $S \setminus \{a\} \subseteq \Gamma'$. Thus, there exists $D' \in \Gamma'$ with $E \in e_t(D')$. Since $E$ is $X_{\text{str}}$-restricted admissible, we have that there is a unique vcoloring $D$ such that $E \in e_t(D)$. But then, as in the proof of Lemma 7, $D = D' + a$ holds.

**Example 21.** Consider the INSERT node $n_{11}$ in Fig. 10, which adds the argument $d$. Let us illustrate how vpairs of $n_{11}$ are obtained from the vpairs of $n_{12}$. For instance, consider the vpair $(C_1, [C_1, C_2])$ of $n_{12}$, with $[C_2] = \emptyset$. There are two ways to incorporate the argument $d$ for the resulting vpairs of $n_{11}$. We first consider adding the argument $d$ to the extensions, i.e., we set $C(d) = \text{in}$. As the certificates represent supersets we have to extend them in the same way, otherwise the $c$-relation would be violated. In our example we have to consider $C_1 + d$ and $C_2 + d = C_2$. In the first case we have that the set $[C_1] \cup \{d\}$ contains a conflict and thus it is neither a vcoloring nor a certificate. But the set $[C_2] \cup \{d\}$ is conflict-free and thus we obtain $C_2$ as certificate and we end up with the vpair $(C_2, [C_2])$.

Now let us consider not adding $d$ to the vpair $(C_1, [C_1, C_2])$. This results in the vcoloring $C_3 = C_1 + d$, with $C_3(d) = \text{out}$, $C_3(e) = \text{out}$, $C_3(f) = \text{out}$. Now both adding $d$ or not adding $d$ to the certificates $(C_1, C_2)$ preserve the $c$-relation. Thus we have both $[C_1, C_2] + d \subseteq \Gamma'$ and $[C_1, C_2] + d \subseteq \Gamma'$. The first leads to $[C_1, C_2] \subseteq \Gamma'$ and the latter as we already have seen to $[C_2] \subseteq \Gamma'$. Further, as $C_4 = C + d$ represents supersets of $C' + d$, we also get $C_4 \in \Gamma'$. In total, we obtain the vpair $(C_1, [C_1, C_2, C_3, C_4])$. 


Lemma 16. For any JOIN node $t$ in a tree decomposition of an AF, the vpairs coincide with the valid pairs if they coincide on the successors $t'$ and $t''$ of $t$.

Proof. Let $(\mathcal{T}, \mathcal{X})$ be a tree decomposition of $F = (A, R)$ and $t$ a JOIN node in $\mathcal{T}$ with successors $t'$ and $t''$.

First consider an arbitrary valid pair $(C, \Gamma)$ for $t$. We show that $(C, \Gamma)$ is also a vpair. As $(C, \Gamma)$ is valid there exists an $X_{s,t}$-restricted admissible set $S$ for $F_{\geq 1}$ such that $S \in \epsilon_t(C, \Gamma)$. As in the proof of Lemma 8 we have that there exist unique sets $S_1 \subseteq X_{s,t}$ and $S_2 \subseteq X_{s,t}$, such that $S_1 \cap X_t = S_2 \cap X_t$ and $S = S_1 \cup S_2$. Further, there exist valid colorings $C', C''$ such that $S_1 \in \epsilon_t(C')$, $S_2 \in \epsilon_t(C'')$ and $C = C' \cdot C''$. Thus, by Lemma 11 there are valid pairs $(C', \Gamma')$ and $(C'', \Gamma''')$, such that $\exists C' \epsilon_t(C', \Gamma')$ and $\exists C'' \epsilon_t(C'', \Gamma''')$. (Note that by Lemma 2 there cannot be a pair $(C', \Gamma')$ with $S_1 \in \epsilon_t(C', \Gamma')$ and $C' \neq C''$. Analogously, $C''$ with the above properties is unique.) By assumption these valid pairs are also vpairs.

Now we turn our attention to the set $\Gamma$. We first have to show that $\Gamma \subseteq \Gamma^*$, with $\Gamma^* = (\Gamma' \cap \Gamma'') \cup ((C') \cap \Gamma'') \cup (\Gamma' \cap (C'))$. For every $D \in \Gamma$ there exists an $X_{s,t}$-restricted admissible set $S \in \epsilon_t(D)$ such that $S \subseteq E$. We define $E = E_1 \cup E_2$ analogously to $S_1$, $S_2$. Now we have that $S \subseteq E$ holds iff either

(i) $S_1 \subseteq E_1 \wedge S_2 \subseteq E_2$,
(ii) $S_1 = E_1 \wedge S_2 \subseteq E_2$, or
(iii) $S_1 \subseteq E_1 = S_2 \subseteq E_2$

holds. We discuss these three cases separately:

(i) As $E_1$ is $X_{s,t'}$-restricted admissible for $F_{\geq 1}$ and $E_2$ is $X_{s,t''}$-restricted admissible for $F_{\geq 1}$, there exist sets $D' \in \Gamma'$ and $D'' \in \Gamma''$, such that $E_1 \in \epsilon_t(D')$ and $E_2 \in \epsilon_t(D'')$. By the proof of Lemma 8 and Lemma 2 we have that $D = D' \cdot D''$ and thus $D \in \Gamma' \cap \Gamma''$.

(ii) As $E_2$ is $X_{s,t''}$-restricted admissible there exists $D'' \in \Gamma''$, such that $E_2 \in \epsilon_t(D'')$. By the proof of Lemma 8 and Lemma 2 we have that $D = C' \cdot D''$ and thus $D \in (C') \cap \Gamma''$.

(iii) By the symmetry to case (ii) we get that $D \in (\Gamma' \cap (C'))$.

Thus we have that $\Gamma \subseteq \Gamma^*$. It remains to show that $\Gamma^* \subseteq \Gamma$ which is equivalent to showing each of the following inclusions:

(i) $\Gamma' \cap \Gamma'' \subseteq \Gamma$, (ii) $(C') \cap \Gamma'' \subseteq \Gamma$ and (iii) $\Gamma' \cap (C') \subseteq \Gamma$.

This can be done as follows:

(i) Consider arbitrary $D' \in \Gamma'$ and $D'' \in \Gamma''$ with $|D'| = |D''|$, $E_1 \in \epsilon_t(D')$ and $E_2 \in \epsilon_t(D'')$. By Definition 17 we have that $S_1 \subseteq E_1$ and $S_2 \subseteq E_2$. We conclude that $S \subseteq E$ and by the proof of Lemma 8 and Lemma 2 that $D = D' \cdot D''$ is the unique coloring such that $E \in \epsilon_t(D)$. Therefore $D' \cdot D'' \in \Gamma'$ and thus $\Gamma' \cap \Gamma'' \subseteq \Gamma$.

(ii) Consider an arbitrary $D'' \in \Gamma''$ with $|C'| = |D''|$ and $E_2 \in \epsilon_t(D'')$. We have that $S \subseteq E = S_1 \cup E_2$ and that $D = C' \cdot D''$ is the unique coloring such that $E \in \epsilon_t(D)$. Thus $(C') \cap \Gamma'' \subseteq \Gamma$.

(iii) By symmetry to (ii).

This shows $\Gamma = \Gamma^*$ and thus every valid pair $(C, \Gamma)$ is also a vpair.

Now we show that every rpair for $t$ is also a valid pair for $t$. Thus let $(C, \Gamma)$ be a vpair for $t$, i.e., there exists a vpair $(C', \Gamma')$ for node $t'$ and a vpair $(C'', \Gamma'')$ for node $t''$ with $|C'| = |C''|$ such that $(C, \Gamma) = (C' \cdot C'', \Gamma' \cap \Gamma'')$ ($\Gamma^*$ defined as above). By assumption $(C', \Gamma')$ and $(C'', \Gamma'')$ are valid pairs. Hence, there exist sets $S_1 \in \epsilon_t(C', \Gamma')$ and $S_2 \in \epsilon_t(C'', \Gamma'')$. As in the proof of Lemma 8, $S = S_1 \cup S_2 \in \epsilon_t(C)$ holds since $|C'| = |C''|$.

It remains to show that $(C, \Gamma)$ also fulfills conditions (ii) and (iii) of Definition 17. To show condition (ii), consider $D \in \Gamma'$, i.e., $D$ is of one of the following forms:

(a) $D = D' \cdot D''$ for some $D' \in \Gamma'$, $D'' \in \Gamma''$ with $|D'| = |D''|$;
(b) $D = C' \cdot D''$ for some $D'' \in \Gamma''$ with $|C'| = |D''|$;
(c) $D = D' \cdot C''$ for some $D' \in \Gamma'$ with $|C''| = |D'|$.

We only discuss case (a) here as the cases (b) and (c) are similar: Since $S_1 \in \epsilon_t(C', \Gamma')$ and $S_2 \in \epsilon_t(C'', \Gamma''')$, there exist $E_1 \in \epsilon_t(D')$ and $E_2 \in \epsilon_t(D'')$ with $S \subseteq E_1 \cup S_2$ and $E_1 \cap X_t = E_2 \cap X_t$. As in the proof of Lemma 8, then also $E = E_1 \cup E_2 \in \epsilon_t(D' \cdot D'')$ and $S \subseteq E$.

To show condition (iii), let $E$ be $X_{s,t}$-restricted admissible for $F_{\geq 1}$ with $S \subseteq E$. Then $E_1$ is $X_{s,t'}$-restricted admissible for $F_{\geq 1}$ and $E_2$ is $X_{s,t''}$-restricted admissible for $F_{\geq 1}$. Hence there exist sets $D' \in \Gamma'$ with $E_1 \in \epsilon_t(D')$, $E_2 \in \epsilon_t(D'')$, $E_1 \cap X_t = E_2 \cap X_t$, and either

(a) $D' \in \Gamma'$, $D'' \in \Gamma''$, (b) $D' \in \Gamma'$, $D'' \in \Gamma''$ or (c) $D' \in \Gamma'$, $D'' \in \Gamma''$

holds. But then, as in the proof of Lemma 8, also $E = E_1 \cup E_2 \in \epsilon_t(D' \cdot D'')$. □

Example 22. To give an example consider the JOIN node $n_2$ in Fig. 10. Let us have a look at the pair $(C_1, [C_1])$ of $n_3$ with $C_1(c) = in$, $C_1(d) = def$, and pair $(C_1', \emptyset)$ of $n_8$ with $C_1'(c) = in$, $C_1'(d) = def$. As $[C_1] = [C_1']$ we combine these vpairs using
the $\times$ operations. The join $C_1' \times C_2''$ leads to the coloring $C_1$ with $C_1(c) = \text{in}$ and $C_1(d) = \text{def}$. To update the certificates we have to consider the sets $\Gamma' \times \Gamma'', [C'] \times [C]'$, and $\Gamma' \times [C]'$. The first two sets are empty as $\Gamma'' = \emptyset$ and the third one leads to the certificate $C_1$. In this way, we have obtained the vpair $(C_1, \{C_1\})$ for $n_2$.

**Theorem 7.** Let $(T, X)$ be a nice tree decomposition of an AF $F = (A, R)$. Then, for each pair $(C, \Gamma)$ for a node $t$, it holds that $(C, \Gamma)$ is a valid pair for $t$ iff $(C, \Gamma)$ is a vpair for $t$.

**Proof.** As in Theorem 5, the proof proceeds by structural induction. For the induction base, we have to show that vpairs and valid pairs coincide on LEAF nodes, which is the case due to Lemma 13. For the induction step, we have to show this property for the remaining nodes. Indeed, this is captured by Lemmas 14, 15 and 16. □

Thus, we now have a handle to efficiently decide skeptical acceptance for bounded tree-width. We just have to mark all pairs $(C, \Gamma)$ where the considered argument $a$ satisfies $C(a) \neq \text{in}$ and pass this mark accordingly to the root node. If $(\epsilon, \emptyset)$ carries this mark, then we know that skeptical acceptance does not hold.

**Example 23.** Let us now consider the problem of deciding if the argument $a$ is skeptically accepted in our example AF. In Fig. 10 we illustrate the vpairs which are marked as contradictory for skeptical acceptance with a $\oplus$. Theorem 7.

4. In order to maintain the vpairs for each node, we consider all possible pairs $(C, \Gamma)$, where $C$ is a coloring and $\Gamma$ is a set of colorings. Hence, we have to consider at most $4^k \cdot 2^d = 2^n$ pairs at each node, where $n = 2^{dk} + 2k$ (we use abbreviation $n$ throughout the proof). Analogously to the proof of Theorem 6, we can store the vpairs for a node $t$ in a table with one row per possible pair $(C, \Gamma)$. In an additional bit we indicate if this row represents a vpair. Given a pair $(C, \Gamma)$, we can find the corresponding row in time $O(n)$.

We have to show that computing the vpairs at each node $t \in T$ is feasible in time $O(2^{2k+1} + 8k \cdot |A|)$.

**Proof.** Recall that the number of colorings for each node is bounded by $4^k$. In order to maintain the vpairs for each node, we consider all possible pairs $(C, \Gamma)$, where $C$ is a coloring and $\Gamma$ is a set of colorings. Hence, we have to consider at most $4^k \cdot 2^d = 2^n$ pairs at each node, where $n = 2^{dk} + 2k$ (we use abbreviation $n$ throughout the proof). Analogously to the proof of Theorem 6, we can store the vpairs for a node $t$ in a table with one row per possible pair $(C, \Gamma)$. In an additional bit we indicate if this row represents a vpair. Given a pair $(C, \Gamma)$, we can find the corresponding row in time $O(n)$.

We have to show that computing the vpairs at each node $t \in T$ is feasible in time $O(2^{2k+1} + 8k \cdot |A|)$ in a single bottom-up traversal of $T$. Since the number of nodes of $T$ may be assumed to be bounded by $O(|A|)$, the desired upper bound of the theorem follows immediately. We prove the upper bound $O(2^{2k+1} + 8k \cdot |A|)$ for the time needed at each node $t \in T$ by distinguishing the four types of nodes. As in the proof of Theorem 6, the computationally most expensive node type is the JOIN node, which is the one we shall focus on below. The other node types are treated similarly.

Let $t$ be a JOIN node with successors $t'$ and $t''$. To compute the table of vpairs for $t$, we iterate in a nested loop over all pairs $(C', \Gamma')$ in the table at $t'$ and all pairs $(C'', \Gamma'')$ in the table at $t''$ and do the following: check if $(C', \Gamma')$ is a vpair and $(C'', \Gamma'')$ is a vpair and $[C'] = [C'']$. If this is the case, we compute the vpair $(C', \Gamma) = (C' \times C'', (\Gamma' \times \Gamma'') \cup (\Gamma' \times [C'']') \cup ([C'] \times \Gamma''))$ and set the vpair-bit in the row corresponding to $(C', \Gamma)$ in the table at node $t$. As in the proof of Theorem 6, the join operation can be carried out in time $O(10^d \cdot k)$. The access to the appropriate row in the table at node $t$ is feasible in time $O(2^{2k} \cdot k)$. In total, we have to process at most $2^d \cdot 2^d$ combinations of vpairs $(C', \Gamma)$ and $(C'', \Gamma'')$. Moreover, the action required for each such combination of vpairs fits into $O(10^d \cdot k + 2^{2k} \cdot k) = O(2^{2k})$. We thus end up with the upper bound $O((2^{2k} + 2k)^2 \cdot 2^{4k}) = O((2^{2k+1} + 4k) \cdot 2^{4k}) = O(2^{2k+1} + 8k)$. □

4.3. Characterizing ideal sets

So far, we have solved the credulous and the skeptical acceptance problems. For the first problem we used colorings to characterize admissible sets and for the latter problem we extended our data structure by certificates $\Gamma$, handling the subset maximality, to characterize preferred extensions. Here, we will reuse the concept of certificates to characterize ideal sets. But instead of storing supersets in the certificates we store certain witnesses against being an ideal set. Such witnesses have been identified by Dunne [23] as follows.

**Proposition 3.** (See [23].) Let $F = (A, R)$ be an AF and $S \subseteq A$ a set of arguments. $S$ is an ideal set of $F$ iff the following conditions hold:

- $S$ is admissible in $F$;
- for every argument $p \in S^\perp = \{x \in A \mid (x, s) \in R \text{ for some } s \in S\}$, no admissible set of $F$ contains $p$.

Intuitively, $S$ is an ideal set of an AF $F$ if $S$ is admissible and $S$ is not attacked by any other admissible set. Therefore, a certificate $\Gamma$ of a pair $(C, \Gamma)$ should represent all restricted admissible sets that attack some $S \in e_t(C)$. This is formally defined next.
Definition 19. Given a tree decomposition \((\mathcal{T}, \mathcal{X})\) of an AF \(F\) and a pair \((C, \Gamma)\) for \(t \in \mathcal{T}\), i.e. where \(C\) is a coloring for \(t\) and \(\Gamma\) is a set of colorings for \(t\), define \(e_\Gamma^D(C, \Gamma)\) as the collection of sets \(S\) which satisfy the following conditions:

(i) \(S \in e_t(C)\);
(ii) for all \(C' \in \Gamma\), there exists a set \(E \in e_t(C')\), such that \(E \rightarrow S\);
(iii) for all \(X_{\mathcal{T}}\)-restricted admissible (for \(F_{\geq t}\)) sets \(E\) such that \(E \rightarrow S\) there is a \(C' \in \Gamma\) with \(E \in e_t(C')\).

If \(e_\Gamma^D(C, \Gamma) \neq \emptyset\), we call \((C, \Gamma)\) an ID-pair for \(t\).

The following lemmas are analogous to Lemmas 1 and 2 (resp. Lemmas 11 and 12).

Lemma 17. Let \((\mathcal{T}, \mathcal{X})\) be a tree decomposition of an AF \(F\), \(t \in \mathcal{T}\), and \(S\) an \(X_{\mathcal{T}}\)-restricted admissible set for \(F_{\geq t}\). Then there is a pair \((C, \Gamma)\) with \(S \in e_\Gamma^D(C, \Gamma)\).

Proof. Let \(S\) be an \(X_{\mathcal{T}}\)-restricted admissible set for \(F_{\geq t}\). By Lemma 1, there exists a coloring \(C\) with \(S \in e_t(C)\). Now let \(E = \{E \mid E \in X_{\mathcal{T}}\text{-restricted admissible for } F_{\geq t} \text{ and } E \rightarrow S\}\). Moreover, let \(\Gamma = \{C' \mid \exists E \in E \text{ s.t. } E \in e_t(C')\}\). We claim that \(S \in e_\Gamma^D(C, \Gamma)\). To prove this, we check the conditions (i)-(iii) from Definition 19: (i) \(S \in e_t(C)\) by the selection of \(C\). (ii) For all \(C' \in \Gamma\), there exists \(E \in e_t(C')\) with \(E \rightarrow S\); this follows by the construction of \(\Gamma\) from \(E\). (iii) For all \(E\) being \(X_{\mathcal{T}}\)-restricted sets admissible in \(F_{\geq t}\) with \(E \rightarrow S\), there exists \(C' \in \Gamma\) such that \(E \in e_t(C')\); again if follows by the construction of \(\Gamma\) from \(E\).

Lemma 18. Let \((\mathcal{T}, \mathcal{X})\) be a tree decomposition of an AF \(F\) and let \((C, \Gamma), (C', \Gamma')\) be different pairs for \(t \in \mathcal{T}\). Then, \(e_\Gamma^D(C, \Gamma) \cap e_{\Gamma'}^D(C', \Gamma') = \emptyset\).

Proof. If \(C \neq C'\) then, by Lemma 2, \(e_t(C) \cap e_t(C') = \emptyset\) and our claim follows. Thus, it remains to consider pairs \((C, \Gamma), (C', \Gamma')\) with \(\Gamma \neq \Gamma'\). W.l.o.g., we assume that there exists a coloring \(\bar{C}\) for \(t\) such that \(\bar{C} \in \Gamma\) but \(\bar{C} \notin \Gamma'\). In order to show that \(e_t^D(C, \Gamma) \cap e_t^D(C', \Gamma') = \emptyset\), we prove that none of the sets \(S \in e_t^D(C, \Gamma)\) is contained in \(e_t^D(C, \Gamma')\).

Let \(S\) be an arbitrary set in \(e_t^D(C, \Gamma)\). Suppose to the contrary that \(S\) is also contained in \(e_t^D(C, \Gamma')\). By Definition 19 (applied to \(e_t^D(C, \Gamma')\)), there exists an \(X_{\mathcal{T}}\)-restricted admissible set \(E \in e_t(\bar{C})\) for \(F_{\geq t}\) such that \(E \rightarrow S\). By Definition 19 (applied to \(e_t^D(C, \Gamma')\)), there exists a coloring \(C^* \in \Gamma'\) such that \(E \in e_t(C^*)\). By Lemma 2, the colorings \(\bar{C}\) and \(C^*\) coincide. Thus, \(\bar{C} \in \Gamma'\), a contradiction.

In summary, we again conclude that each element \(S \in e_t^D(C, \Gamma)\) is an \(X_{\mathcal{T}}\)-restricted admissible set for \(F_{\geq t}\) and each \(X_{\mathcal{T}}\)-restricted admissible set for \(F_{\geq t}\) is characterized by a unique ID-pair for \(t\).

Proposition 4. Let \(r\) be the root of a nice tree decomposition \((\mathcal{T}, \mathcal{X})\) of an AF \(F\). Then, \(e_r^D(\epsilon, \emptyset) = \text{ideal}(F)\).

Proof. We recall that \(e_t(\epsilon) = \text{adm}(F)\). To show the set inclusion \(e_r^D(\epsilon, \emptyset) \subseteq \text{ideal}(F)\), let \(S\) be an arbitrary set such that \(S \in e_r^D(\epsilon, \emptyset)\). By Definition 19(i), we obtain that \(S\) is \(X_{\mathcal{T}}\)-restricted admissible in \(F_{\geq r}\), i.e. (since the root has an empty bag) \(S\) is an admissible set for \(F\). Further by (iii) and the fact that \(\Gamma = \emptyset\) we conclude that there is no admissible set \(E\) such that \(E \rightarrow S\). By Proposition 3, \(S\) is thus an ideal extension of \(F\).

It remains to show that \(e_r^D(\epsilon, \emptyset) \supseteq \text{ideal}(F)\). Thus let \(S \in \text{ideal}(F)\) be an arbitrary ideal extension. By Lemmas 17 and 18 we get that there exists a unique ID-pair \((C, \Gamma)\) such that \(S \in e_\Gamma^D(C, \Gamma)\). Since the root has an empty bag we have \(C = \epsilon\) and further by Definition 19(ii) and the fact that there is no admissible set \(E\) of \(F\) such that \(E \rightarrow S\) (again using Proposition 3) we conclude that \(\Gamma = \emptyset\).

Thus our pairs have the desired property to characterize ideal extensions. As in the previous subsections, we give now an alternative definition of such pairs which allows for an efficient computation (as long as the tree-width of the given AF is small).

Definition 20. Let \(t \in \mathcal{T}\) be a node in a nice tree decomposition \((\mathcal{T}, \mathcal{X})\) of an AF and \(t', t''\) the possible children of \(t\). Depending on the node type of \(t\) we define an ID-vpair for \(t\) as follows:

- **LEAF:** Each \((C, \Gamma)\) where \(C \in C_t\) and \(\Gamma = \{C' \in C_t \mid \{C'\} \rightarrow \{C\}\}\), is an ID-vpair for \(t\).
- **FORGET:** If \((C', \Gamma')\) is an ID-vpair for \(t'\), \(X_t = X_{t'} \setminus \{a\}\), and \(C'(a) \neq \text{attr}\), then \((C' + a, \Gamma - a)\) is an ID-vpair for \(t\).
- **INSERT:** If \((C', \Gamma')\) is an ID-vpair for \(t'\) and \(X_t = X_{t'} \cup \{a\}\), then
  - \((C' + a, \Gamma')\) with \(\Gamma = (\Gamma' + a) \cup \{C \in C_t \mid \{C\} \rightarrow \{C' + a\}\}\) is an ID-vpair for \(t\);
  - if \((C' + a)\) is a coloring then \((C' + a, \Gamma')\) with \(\Gamma = (\Gamma' + a) \cup \{C \in C_t \mid \{C\} \rightarrow \{C' + a\}\}\) is an ID-vpair for \(t\) as well.
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• JOIN: If \((C', \Gamma')\) is an ID-vpair for \(t'\), \((C'', \Gamma''')\) is an ID-vpair for \(t''\), and \([C'] = [C'']\), then 
  \(- (C' \Join C'', (\Gamma' \Join C_T) \cup (C_T \Join \Gamma'''))\) is an ID-vpair for \(t\).

Let us comment on the construction of the set of certificates for pairs with colorings \(C' + a, C' + a\) and \(C' \Join C''\). By the nature of certificates for ID-pairs, we have to consider all vcolorings that can be constructed from the certificates in the successor nodes (in the case of vpairs in the previous subsection we could restrict ourselves to a certain superset relation). Let us first explain the construction for the \(C' + a\) operation. Here we consider a new argument \(a\) but do not add it to \([C]\).

Now each certificate \(E' \in \Gamma''\) may give rise to two certificates of \(C' + a\), namely \(E' + a\) and (possibly) \(E' + a\). Further we may also get new certificates of \(C' + a\) from the vcolorings of the current node. If \(a \rightarrow [C' + a]\) then all vcolorings \(E\) with \(E(a) = \text{in}\) are certificates for \(C' + a\). This is why \(\Gamma\) in the above definition contains the set \([C \in C_T \mid [C] \rightarrow [C' + a]]\). Similar considerations underlie the certificates of \(C' + a\), but here the set \([C \in C_T \mid [C] \rightarrow [C' + a]]\) captures the colorings \(E\) with \([E] \rightarrow a\). Next let us consider the certificates of \(C' \Join C''\). A certificate \(E' \in \Gamma''\) may give rise to several certificates of \(C' \Join C''\). The certificate \(E'\) is combined with each vcoloring \(D''\) of \(t''\) such that \([E'] = [D'']\). Similarly a certificate \(E'' \in \Gamma''\) is combined with each vcoloring \(D'\) of \(t'\) such that \([E''] = [D']\).

**Example 24.** Recall the AF from Example 9. The computation of ID-vpairs for the nodes of the tree decomposition for this AF is illustrated in Fig. 11. The symbol \(\checkmark\) is now used to mark ID-vpairs that correspond to at least one \(X_{3,t}\)-restricted admissible set containing the argument \(a\).

In the following we show that the concept of ID-vpairs coincides with the concept ID-pairs and thus is appropriate for efficiently deciding the problem of ideal acceptance. As before we do this separately for each node type starting with LEAF nodes:

**Lemma 19.** For any LEAF node \(t\) in a tree decomposition of an AF, the ID-vpairs of \(t\) coincide with the ID-pairs of \(t\).

**Proof.** Let \((T, \mathcal{X})\) be a tree decomposition of an AF \(F\) and \(a \in T\) a leaf in \(T\). The \(X_{3,t}\)-restricted admissible sets for \(F_{3,t}\) coincide with the sets \([C]\) for the valid colorings \(C \in C_T\). Moreover, the valid colorings and vcolorings for \(t\) coincide by Lemma 3. Now let \((C, \Gamma)\) be an ID-vpair for \(t\). Then, by Definition 19, \([C] \in e^D_T(C, \Gamma)\). Hence, by Definition 20, \((C, \Gamma)\) is an ID-vpair for \(t\). Conversely, let \((C, \Gamma)\) be an ID-vpair for \(t\) and let \(S = [C]\). By Definition 16, \(S\) is \(X_{3,t}\)-restricted admissible for \(F_{3,t}\). Hence, by Definitions 19 and 20, \(S \in e^D_T(C, \Gamma)\). Thus, \((C, \Gamma)\) is an ID-vpair for \(t\).

**Example 25.** As an example consider the LEAF node \(n_{13}\) in Fig. 11. The vcolorings \(C_1, C_2, C_3, C_4\) correspond to the \(\theta\)-restricted admissible sets \([e]\), \([f]\), \([g]\) and \(\emptyset\). As in our example \(f \rightarrow e\) we have that \(C_2\) is a certificate for \(C_1\). For similar reasons we get that \(C_3\) is a certificate for \(C_2\) and that \(C_1\) is a certificate for \(C_3\). As \(\emptyset\) has no attackers, the set of certificates for \(C_4\) is empty.

We proceed with nodes of type FORGET:

**Lemma 20.** For any FORGET node \(t\) in a tree decomposition of an AF, the ID-vpairs and ID-pairs coincide, if they coincide in the child node \(t'\) of \(t\).

**Proof.** Let \((T, \mathcal{X})\) be a tree decomposition of \(F = (A, R)\), \(a \in T\) a FORGET node in \(T\), and \(t'\) the child node of \(t\). It holds that 
\(X_T = \{X' \mid [a]\} \) for some argument \(a \in X_T\). First we show that every ID-vpair for \(t'\) is also an ID-vpair for \(t\). Let \((C, \Gamma')\) be an ID-vpair for \(t'\) and \(S \in e^D_T(C, \Gamma')\). In particular, \(S\) is \(X_{3,t'}\)-restricted admissible for \(F_{3,t'}\) and, hence, by Lemma 4 also \(X_{3,t}\)-restricted admissible for \(F_{3,t}\). Thus, by Lemma 17, there exists an ID-pair \((C', \Gamma')\) for \(t'\) with \(S \in e^D_T(C', \Gamma')\). By assumption, \((C', \Gamma')\) is an ID-vpair for \(t'\). Recall from the proof of Lemma 5 the construction of \(C'\) from \(C\), i.e., \(S \in e^D_T(C', \Gamma')\) and, therefore, in particular, \(S \in e^D_T(C', \Gamma')\). Hence, by \((C, \Gamma)\) is an ID-vpair for \(t\) with \(C = C' - a\).

It remains to show that \(\Gamma = \Gamma' - a\) holds, i.e., \(D \in \Gamma \iff D' \in \Gamma'\) for some \(D' \in \Gamma'\) with \(D''(a) \neq \text{att}\). Hence, by Lemma 19, \(\Gamma'\) is an ID-vpair for \(t'\). By condition (ii) of Definition 19, there exists an \(X_{3,t'}\)-restricted admissible set \(E\) for \(F_{3,t'}\) with \(S \rightarrow E\) and \(C_T \in e^D_T(D)\). By Lemma 4, \(E\) is also \(X_{3,t'}\)-restricted admissible for \(F_{3,t'}\). Hence, by condition (ii) of Definition 19, there exists \(D' \in \Gamma'\) with \(E \in e^D_T(D')\). Analogously to the equalities \(C = C' - a\), we have \(C' = C'\) by Lemma 2.

We proceed with nodes of type FORGET.
Fig. 11. Computation of ID-vpairs for the example AF.

\[ S \in e_{1}(C) \] holds since \( C'(a) \neq \text{att} \) and \( C = C' - a \). It remains to show that \((C, \Gamma)\) also satisfies conditions (ii) and (iii) of Definition 19.

To show condition (ii), consider \( D \in \Gamma ', i.e., D \) is of the form \( D = D' - a \) for some \( D' \in \Gamma ' \) with \( D'(a) \neq \text{att} \). Since \( S \in e_{1}(C', \Gamma ') \), there exists \( E \in e_{1}(D') \) with \( E \rightarrow S \). As in the proof of Lemma 5, then also \( E \in e_{1}(D' - a) \). To show condition (iii), let \( E \) be an \( X_{S,t} \)-restricted admissible set for \( F_{\Delta t} \) with \( E \rightarrow S \). Then \( E \) is also \( X_{S,t'} \)-restricted admissible for \( F_{\Delta t'} \) and, therefore, there exists \( D' \in \Gamma ' \) with \( E \in e_{1}(D') \). Since \( E \) is \( X_{S,t} \)-restricted admissible, we have \( D'(a) \neq \text{att} \) and, therefore, \( D' - a \in \Gamma ' = \Gamma ' - a \). Moreover, as in the proof of Lemma 5, also \( E \in e_{1}(D' - a) \) holds. \( \Box \)
Example 26. Consider the FORGET node \( n_{12} \) in Fig. 11 where argument \( g \) is removed. The ID-vpairs for \( n_{12} \) are obtained from the ID-vpairs of \( n_{13} \), but (as for vcolorings) with one exception. As discussed in Section 4.1, the vcoloring \( C_2' \) of \( n_{13} \) with \( C(f) = in \) is not a vcoloring for \( n_{12} \). Thus we exclude the ID-vpair based on this vcoloring and further exclude \( C_2' \) from all certificate sets.

Next we consider INSERT nodes:

Lemma 21. For any INSERT node \( t \) in a tree decomposition of an AF, the ID-vpairs and ID-pairs coincide, if they coincide in the child node \( t' \) of \( t \).

Proof. Let \((\{T, X\})\) be a tree decomposition of \( F = (A, R) \), \( t \) an INSERT node in \( T \), and \( t' \) the child node of \( t \). Then there exists an argument \( a \in A \) such that \( X_t = X_{t'} \cup \{a\} \). First we show that every ID-pair for \( t \) is also an ID-vpair for \( t' \). Consider an ID-pair \((C, \Gamma)\) for \( t \). Then there exists an \( X_{t'} \)-restricted admissible set \( S \) for \( F_{\geq t} \) such that \( S \in e_t^D(C, \Gamma) \). Moreover also the set \( \hat{S} = S \setminus \{a\} \) is \( X_{t'} \)-restricted admissible for \( F_{\geq t'} \). Thus, by Lemma 17, there exists an ID-pair \((C', \Gamma')\) for \( t' \) with \( \hat{S} \in e_t^D(C', \Gamma') \) and by assumption, \((C', \Gamma')\) is also an ID-vpair for \( t' \).

Then \((C' + a, \Gamma_1)\) with \( \Gamma_1 = (\Gamma' + a) \cup (\Gamma' + \hat{a}) \cup \{C \in C_t | \{C\} \rightarrow C + a\} \) is an ID-vpair for \( t \) and further if \( \{C'\} \cup a \) is conflict-free in \( F \), then also \((C' + a, \Gamma_2)\) with \( \Gamma_2 = (\Gamma' + a) \cup (\Gamma' + \hat{a}) \cup \{C \in C_t | \{C\} \rightarrow C + a\} \) is an ID-vpair for \( t \). This follows by the same arguments based on properties of a tree decomposition as we have used earlier, e.g. in the proof of Lemma 15. We claim that either \((C' + a, \Gamma_1) = (C, \Gamma) \) or \((C' + a, \Gamma_2) = (C, \Gamma) \) holds.

To show that either \( C = C' + a \) (if \( a \notin S \)) or \( C = C' + \hat{a} \) (if \( a \in S \)) holds, consider the proof of Lemma 7 where we construct a coloring, which we denote here as \( C'\), such that either \( C = C' + a \) or \( C = C' + \hat{a} \) holds. Moreover, we have \( \hat{S} \in e_t(C') \). As by definition \( S' \in e_t(C) \), we have that \( C' = C* \) by Lemma 2 and the claim follows. To show the equality for the certificates, i.e. \( \Gamma_1 = \Gamma \) or \( \Gamma_2 = \Gamma \), we distinguish two cases:

1. Assume \( a \notin S \): To show \( \Gamma_1 = \Gamma \), we first prove the inclusion \( \Gamma_1 \subseteq \Gamma \). For the inclusion \((\Gamma' + a) \cup (\Gamma' + \hat{a}) \subseteq \Gamma \), consider an arbitrary \( D' \in \Gamma \). By condition (ii) of Definition 19, there exists an \( X_{t'} \)-restricted admissible set \( E' \) for \( F_{\geq t'} \) with \( E' \rightarrow \hat{S} \) and \( E' \in e_t(D') \).

As by assumption \( a \notin S \) we have that

\[
(i) \ E' \rightarrow S \quad \text{and} \quad (ii) \ E = E' \cup \{a\} \rightarrow S, \quad \text{respectively}
\]

In the first case we have that \( E' \) is conflict-free in \( F_{\geq t} \); in the latter case, \( E \) is conflict-free in \( F_{\geq t} \), if \( \{D'\} \cup \{a\} \) is so. Further if \( E \) is conflict-free in \( F_{\geq t} \), then it is also \( X_{t'} \)-restricted admissible for \( F_{\geq t'} \) (using the fact that there are no attacks between arguments from \( X_{t'} \) and \( a \) which holds by properties of tree decompositions). Thus, by Definition 19, there exists a set \( D \in \Gamma \) such that \( E \in e_t(D) \). Using the construction from the proof of Lemma 7 and Lemma 2, in case (i), we have \( D = D' + a \) and in case (ii), we have \( D = D' + \hat{a} \). This concludes the proof that \((\Gamma' + a) \cup (\Gamma' + \hat{a}) \subseteq \Gamma \) holds.

It remains to show \([C' + a] \in C_t \cup \{C' + \hat{a}\} \leq \Gamma \). Thus let us consider such a coloring \( C' \) and an arbitrary set \( E = e_t(C') \). As \([C' + a] \rightarrow \Gamma \) it follows that for each \( S \in e_t(C) \), \( E \rightarrow S \) and thus \( C' \in \Gamma \) must hold. Hence, \( \Gamma_1 \subseteq \Gamma \).

Now consider an arbitrary coloring \( D' \in \Gamma \). By condition (ii) of Definition 19, there exists an \( X_{t'} \)-restricted admissible set \( E \in e_t(D) \) for \( F_{\geq t'} \) such that \( E \rightarrow S \). Using the assumption \( a \notin S \) we conclude that for \( \hat{E} = E \setminus \{a\} \) one of the following conditions holds:

\[
(i) \ E' \rightarrow S' \quad \text{or} \quad (ii) \ E' \nrightarrow S' \quad \text{but} \quad a \rightarrow S.
\]

In both cases we have that \( E' \) is \( X_{t'} \)-restricted admissible for \( F_{\geq t'} \) and thus exists \( D' \in \Gamma' \) with \( E \in e_t(D') \). In case (i) we can use the proof of Lemma 7 and Lemma 2 to show that either \( D = D' + a \) or \( D = D' + \hat{a} \). In case (ii) we use that \( a \rightarrow S \) iff \( [D] \rightarrow \Gamma \) iff \( D \in \{C \in C_t | \{C\} \rightarrow \Gamma \} \). Hence, \( \Gamma_2 \subseteq \Gamma \).

2. Assume \( a \in S \): To show \( \Gamma_2 \subseteq \Gamma \), we first consider the inclusion \( \Gamma_2 \subseteq \Gamma \). For the inclusion \((\Gamma' + a) \cup (\Gamma' + \hat{a}) \subseteq \Gamma \), consider an arbitrary \( D' \in \Gamma \). By condition (ii) of Definition 19, there exists an \( X_{t'} \)-restricted admissible set \( E \in e_t(D') \) for \( F_{\geq t'} \) with \( E' \rightarrow S \). As \( X_{t'} \) we have that \( E' \) is also an \( X_{t'} \)-restricted admissible set for \( F_{\geq t} \) and further if \( \{D' \cup \{a\} \) is conflict-free in \( F \), then also \( E \in e_t(D) \) is \( X_{t} \)-restricted admissible for \( F_{\geq t} \). By Definition 19 there exists a \( D \in \Gamma \) such that \( E \in e_t(D) \) or \( E \in e_t(D) \), respectively. By the construction in the proof of Lemma 7 and Lemma 2 we obtain that \( D = D' + a \) or \( D = D' + \hat{a} \), respectively. It remains to show that \([C' + a] \rightarrow \Gamma \). As \([C' + a] \rightarrow \Gamma \) it follows that for each \( S \in e_t(C) \), \( E \rightarrow S \) and thus \( C' \in \Gamma \) must hold. Hence, \( \Gamma_2 \subseteq \Gamma \).

Now let \( D \in \Gamma \). By condition (ii) of Definition 19, there exists an \( X_{t} \)-restricted admissible set \( E \in e_t(D) \) for \( F_{\geq t} \) with \( E \rightarrow S \). By assumption \( a \in S \) and thus we have that \( \hat{E} = E \setminus \{a\} \rightarrow S \). Further we have that \( E' \) is \( X_{t'} \)-restricted admissible for \( F_{\geq t'} \) and thus exists \( D' \in \Gamma' \) with \( E' \in e_t(D') \). Now either \( E' \rightarrow \hat{S} \) or \( E' \nrightarrow \hat{S} \). In the first case we have that either \( D = D' + a \) or \( D = D' + \hat{a} \) holds (again by the proof of Lemma 7 and Lemma 2). Thus \( D \in (\Gamma' + a) \cup (\Gamma' + \hat{a}) \) holds. In the latter case it holds that \([D] \rightarrow \Gamma \) (as \( a \in [C] \)) and \( D \in C \) (as \( D \in \Gamma \)). Thus \( D \in [C' + a] \cup [C' + \hat{a}] \) holds. Hence, \( \Gamma_2 \subseteq \Gamma \).
It remains to show that every ID-vpair for $t$ is also an ID-pair for $t$. Thus let $(C, \Gamma)$ be an ID-vpair for $t$. By definition there exists an ID-vpair $(C', \Gamma')$ for node $t'$ such that either $(C, \Gamma) = (C' + \alpha, \Gamma_1)$ or, in case $[\alpha] \cup [\Gamma]$ is conflict-free in $F_t$, $(C, \Gamma) = (C' + a, F_2)$ $(\Gamma_1, F_2$ defined as above).

By assumption, $(C', \Gamma')$ is an ID-pair for $t'$. Hence, there exists $S' \in e_{\Gamma'}(C', \Gamma')$. We claim that also $S \in e_{\Gamma}(C, \Gamma)$ holds, where $S$ is defined as follows: $S = S'$ if $C = C' + a$ and $S = S' \cup [\Gamma]$ if $C = C' + \alpha$. As in the proof of Lemma 7, $S \in e_t(C)$ holds in both cases. It remains to show that also conditions (ii) and (iii) of Definition 19 are fulfilled.

To show condition (ii), let $D \in \Gamma'$, i.e., $D$ is either of the form

(a) $D = D' + a$, (b) $D = D' + a$ or (c) $[D] \rightarrow [C]$ for some $D' \in \Gamma'$. We prove for each of these cases that condition (ii) holds, i.e., there exists a set $E \in e_t(D)$, such that $E \rightarrow S$:

(a) By $S' \in e_{\Gamma'}(C, \Gamma')$, there exists $E' \in e_t(D')$ with $E' \rightarrow S'$. Thus, by $S' \subseteq S$, also $E' \rightarrow S$ holds. Moreover, as in the proof of Lemma 7, we also have $E' \in e_t(D' + a)$.

(b) Again, by $S' \in e_{\Gamma'}(C, \Gamma')$, there exists an $E' \in e_t(D')$ with $E' \rightarrow S'$ and, therefore, also $E' \rightarrow S$. By the construction of $D = D' + a$ we know that $E = E' \cup [\alpha]$ is conflict-free in $F_{\exists t'}$. By the usual arguments exploiting the definition of tree decompositions, we obtain that $E$ is an $X_{\exists t'}$-restricted admissible set for $F_{\exists t'}$. Following the proof of Lemma 7, we get $E \in e_t(D' + a)$. Moreover, $E \rightarrow S$ follows from $E' \rightarrow S$ and $E' \subseteq E$.

(c) As $D$ is a valid coloring there exists an $X_{\exists t'}$-restricted admissible set $E \in e_t(D)$. From $[D] \rightarrow [C]$ and $S \in e_t(C)$ it follows that $E \rightarrow S$.

To show condition (iii), let $E$ be $X_{\exists t'}$-restricted admissible for $F_{\exists t'}$ such that $E \rightarrow S$. Further let $D$ be the unique coloring such that $E \in e_t(D)$. We claim that $D \in \Gamma'$. Clearly, $E = E \setminus [\alpha]$ is $X_{\exists t'}$-restricted admissible for $F_{\exists t'}$. If $E \rightarrow S$ then $D'$ denotes the unique coloring such that $E' \in e_t(D')$ and $D' \in \Gamma'$. Then, as in the proof of Lemma 7, either $D = D' + a$ or $D = D' + a$ holds and therefore $D \in \Gamma'$. Otherwise if $E' \rightarrow S$ it must hold that either (i) $a \in E$ and $a \rightarrow S$ or (ii) $a \in S$ and $E \rightarrow a$. But both (i) and (ii) imply that $[D] \rightarrow [C]$ and hence $D \in \Gamma'$.

Example 27. One example for an INSERT node is the node $n_{11}$ in Fig. 11, where the argument $d$ is added. The ID-vpairs of $n_{11}$ are obtained from the ID-vpairs of $n_{12}$. For instance consider the ID-vpair $(C'_1, \varnothing)$ of $n_{12}$. For the coloring $C_1 = C'_1 + d$, observe that $[C_1] = [C'_1] \rightarrow [C]$; hence we derive the ID-vpair $(C_1, [C_2], [C_3])$ for $n_{11}$.

Now consider the ID-vpair $(C_2, [C_1])$ of $n_{12}$. We get the coloring $C_2 = C'_2 + d$ and the certificate $C_1 = C'_1 + d$. $C'_1 + d$ is not a vcoloring and $C_1$ is the only vcoloring with $[C_1] \rightarrow [C_2]$. Thus we obtain the ID-vpair $(C_2, [C_1])$.

Finally we discuss JOIN nodes.

Lemma 22. For a JOIN node $t$ in a tree decomposition of an AF with successors $t'$, $t''$, the ID-vpairs of $t$ coincide with the ID-pairs of $t'$ if they coincide for $t''$ as well as for $t'$.

Proof. Let $(\cal T, \Lambda)$ be a tree decomposition of $G = (A, R)$ and $t$ a JOIN node in $\cal T$ with successors $t'$ and $t''$. Recall that we have $X_t = X_{t'} = X_{t''}$. To show that every ID-pair for $t$ is also an ID-vpair for $t$, consider an arbitrary ID-pair $(C, \Gamma)$ for $t$. Then, there exists an $X_{\exists t'}$-restricted admissible set $S \in e_{\Gamma}(C, \Gamma')$ for $F_{\exists t'}$. As in the proof of Lemma 8 we have that there exist unique sets $S_1 \subseteq X_{\exists t'}$ and $S_2 \subseteq X_{\exists t''}$ such that $S_1 \cap X_t = S_2 \cap X_t$ and $S = S_1 \cup S_2$. Moreover there exist vcolorings $C'$, $C''$ such that $S_1 \in e_{\Gamma}(C')$, $S_2 \in e_{\Gamma}(C'')$ and $C = C_1 \times C_2$. Hence there exist ID-pairs $(C', \Gamma')$, $(C'', \Gamma'')$ with $S_1 \in e_{\Gamma}(C', \Gamma')$ and $S_2 \in e_{\Gamma}(C'', \Gamma'')$, which, by assumption are also ID-vpairs. (Notice that by Lemma 2 there cannot be a pair $(C^*, F^*)$ with $S_1 \in e_{\Gamma}(C^*, F^*)$ and $C \not= C^*$. Analogously, $C''$ with the above properties is unique.)

Now we turn our attention to the certificates. We have to show $\Gamma = (\Gamma' \times C_{r'}) \cup (\Gamma'' \times C_{r''})$. We first prove the inclusion $\Gamma' \subseteq (\Gamma' \times C_{r'}) \cup (\Gamma'' \times C_{r''})$. So, let $D \in \Gamma'$. By Definition 19 there exists an $X_{\exists t'}$-restricted admissible set $E$ for $F_{\exists t'}$ such that $E \rightarrow D$. We define $E = E_1 \cup E_2$ analogously to $S_1, S_2$. As we mentioned in the proof of Lemma 8, there are no attacks between the argument sets $X_{\exists t'}$ and $X_{\exists t''}$, because of the properties 2 and 3 of tree decompositions. Thus we have that $E \rightarrow S$ holds iff either

(i) $E_1 \rightarrow S_1$ or (ii) $E_2 \rightarrow S_2$

holds. As both cases are symmetric it suffices to consider case (i). As $E$ is $X_{\exists t'}$-restricted admissible for $F_{\exists t'}$, we have that also $E_1$ is $X_{\exists t'}$-restricted admissible for $F_{\exists t'}$, and likewise, $E_2$ is $X_{\exists t''}$-restricted admissible for $F_{\exists t''}$. Thus there exists $D'' \in C_{r''}$ such that $E_2 \in e_{\Gamma}(D'')$. Moreover by (i) we have that there exists $D' \in \Gamma'$ with $E_1 \in e_{\Gamma}(D')$. By the proof of Lemma 8 and the uniqueness property of Lemma 2 we have that $D = D' \times D''$ and thus $D \in \Gamma' \times C_{r'}$, Hence $\Gamma \subseteq (\Gamma' \times C_{r'}) \cup (\Gamma'' \times C_{r''})$.

It remains to show that $(\Gamma' \times C_{r'}) \cup (\Gamma'' \times C_{r''}) \subseteq \Gamma'$ which is equivalent to

(i) $\Gamma' \times C_{r'} \subseteq \Gamma'$ and (ii) $\Gamma'' \times C_{r''} \subseteq \Gamma'$. 

Proof.
As before, by symmetry, we may restrict ourselves to case (i). Let thus \( D' \in \Gamma' \) and \( D'' \in \mathcal{C}_e \) with \( |D'| = |D''| \), \( E_1 \in \mathcal{e}_t(D') \) and \( E_2 \in \mathcal{e}_t(D'') \). By Definition 19 we have that \( E_1 \rightarrow S_1 \) and therefore that \( E = E_1 \cup E_2 \rightarrow S \). Further by the proof of Lemma 8 and Lemma 2, \( D = D' \otimes D'' \) is the unique coloring such that \( E \in \mathcal{e}_t(D) \). We thus obtain the desired result \( D' \otimes D'' \in \Gamma' \). Hence \( (\Gamma' \otimes \mathcal{C}_e) \cup (\mathcal{C}_e \otimes \Gamma'') \subseteq \Gamma' \). In summary, we have proved \( \Gamma' = (\Gamma' \otimes \mathcal{C}_e) \cup (\mathcal{C}_e \otimes \Gamma'') \) and thus every ID-pair \((C, \Gamma)\) is also an ID-pair.

In the second part of the proof we show that every ID-pair for \( t \) is an ID-pair for \( t \). Thus let \((C, \Gamma')\) be an ID-pair for \( t \). By definition there is an ID-pair \((C', \Gamma')\) for node \( t' \) and an ID-pair \((C'', \Gamma'')\) for node \( t'' \) such that \((C, \Gamma) = (C' \otimes C'', (\Gamma' \otimes \mathcal{C}_e) \cup (\mathcal{C}_e \otimes \Gamma'')) \) and \([C'] = [C''] \). By assumption, \((C', \Gamma')\) and \((C'', \Gamma'')\) are also ID-pairs and thus there are sets \( S_1, S_2 \) such that \( S_1 \in \mathcal{e}_t(D', \Gamma') \) and \( S_2 \in \mathcal{e}_t(D'', \Gamma'') \). As in the proof of Lemma 8, \( S = S_1 \cup S_2 \in \mathcal{e}_t(C) \) holds since \([C'] = [C'']\).

It remains to show that also conditions (ii) and (iii) of Definition 19 are fulfilled:

(ii) To show condition (ii), consider \( D \in \Gamma \). Then \( D \) is either of the form

(a) \( D = D' \otimes D'' \) for some \( D' \in \Gamma' \), \( D'' \in \mathcal{C}_e \) with \( |D'| = |D''| \), or
(b) \( D = D' \otimes D'' \) for some \( D' \in \mathcal{C}_e \), \( D'' \in \Gamma'' \) with \( |D'| = |D''| \).

By symmetry, it suffices to consider case (a). As \( S_1 \in \mathcal{e}_t(C', \Gamma') \) there exists \( E_1 \in \mathcal{e}_t(D') \) such that \( E_1 \rightarrow S_1 \). Further by \( D'' \in \mathcal{C}_e \) and \( |D'| = |D''| \), there exists \( E_2 \in \mathcal{e}_t(D'') \) such that \( E_1 \cap X_t = E_2 \cap X_t \). Now, using the proof of Lemma 8, it holds that \( E = E_1 \cup E_2 \rightarrow S \).

(iii) To show condition (iii), let \( E \in X_{t'1} \)-restricted admissible for \( F_{\geq 1} \) with \( E \rightarrow S \). Then \( E \) is \( X_{t'2} \)-restricted admissible for \( F_{\geq 2} \) and \( E \) is \( X_{t'3} \)-restricted admissible for \( F_{\geq 3} \). Moreover as \( E \rightarrow S \) either \( E_1 \rightarrow S_1 \) or \( E_2 \rightarrow S_2 \) holds. Thus there exist \( D', D'' \) with \( E_1 \in \mathcal{e}_t(D') \), \( E_2 \in \mathcal{e}_t(D'') \), \( E_1 \cap X_t = E_2 \cap X_t \), and either

(a) \( D' \in \Gamma' \), \( D'' \in \mathcal{C}_e \) or \( b) D' \in \mathcal{C}_e \), \( D'' \in \Gamma'' \)

holds. But then, as in the proof of Lemma 8, also \( E = E_1 \cup E_2 \in \mathcal{e}_t(D' \otimes D'') \). □

**Example 28.** The only \JOIN node in our example is \( n_2 \) in Fig. 11. For instance consider joining the ID-pair \((C_1', \{C_2\})\) of \( n_3 \) with the ID-pair \((C_1'', \{C_2''\})\) of \( n_8 \). As \([C_1'] = [C_1''] \) these two pairs can be combined to a pair \((C_1, \Gamma)\). Further as for \( C_2' \) the only appropriate join partner in \( n_8 \) is \( C_2'' \) and vice versa we only get one certificate \( C_2 = C_2' \otimes C_2'' \). This leads to the ID-pair \((C_1, \{C_2\})\).

**Theorem 9.** Let \((\mathcal{T}, \mathcal{X})\) be a nice tree decomposition of an AF \( F = (A, R) \). Then, for each pair \((C, \Gamma)\), it holds that \((C, \Gamma)\) is an ID-pair for \( t \) iff \((C, \Gamma)\) is an ID-pair for \( t \).

**Proof.** The proof makes use of the above lemmas and is the same as for the corresponding theorems in the previous sections. □

To decide whether an argument \( a \) is ideally accepted we now can proceed as for credulous acceptance: We have to mark ID-pairs which assign the value \( in \) to the argument \( a \) and pass this mark up to the root. If the ID-pair \((e, \emptyset)\) at the root has the mark, then we can conclude that the argument \( a \) is ideally accepted. Otherwise if \((e, \emptyset)\) is not marked then the argument \( a \) is not ideally accepted.

**Example 29.** Recall the computation in Fig. 11. Now we consider the problem of deciding whether the argument \( a \) is ideally accepted. The argument \( a \) first appears in the node \( n_7 \) and thus we mark the ID-pair with \( C_1(a) = \\text{in} \) and as before we illustrate this with a √ in the corresponding row of the table. Now consider node \( n_5 \); here we have that the ID-pairs \((C_1, \emptyset)\) and \((C_2, \emptyset)\) are constructed from the marked ID-pair \((C_1', \emptyset)\) of \( n_6 \) and thus they are marked. We mention that the ID-pair \((C_1, \emptyset)\) can also be built from \((C_2, \emptyset)\), but this does not affect the mark. On the other hand, the only way to build the ID-pair \((C_2, \emptyset)\) is via the ID-pair \((C_1', \emptyset)\) and thus it is not marked. Inspecting the root shows that \( a \) is ideally accepted, which indeed holds since \([a]\) is an ideal set of our running example (see Example 2).

**Theorem 10.** Deciding ID for an AF \( F = (A, R) \) of tree-width \( k \) – 1 can be done in time \( O(2^{2k+1} + 8k^2, |A|) \).

**Proof.** Recall the proof of Theorem 6. We have that the number of pairs \((C, \Gamma)\) in each node is bounded by \( 2^n \) with \( n = 2^{k+1} + 2k \). Further we store these pairs in tables such that we can find a given pair in time \( O(n) \).

We have to show that computing the ID-pairs at each node \( t \in \mathcal{T} \) is feasible in time \( O(2^{2k+1} + 8k^2) \) in a single bottom-up traversal of \( \mathcal{T} \). Since the number of nodes of \( \mathcal{T} \) may be assumed to be bounded by \( O(|A|) \), the desired upper bound of the theorem follows immediately. We prove the upper bound \( O(2^{2k+1} + 8k^2) \) for the time needed at each node \( t \in \mathcal{T} \) by distinguishing the four types of nodes. As in the proof of Theorem 6, the computationally most expensive node type is the \JOIN node, which is the one we shall focus on below. The other node types are treated similarly.

Let \( t \) be a \JOIN node with successors \( t' \) and \( t'' \). To compute the table of ID-pairs for \( t \), we iterate in a nested loop over all pairs \((C', \Gamma')\) in the table at \( t' \) and all pairs \((C'', \Gamma'')\) in the table at \( t'' \) and do the following: check if \((C', \Gamma')\) is
an ID-vpair and \((C'',\Gamma'')\) is an ID-vpair and \([C'] = [C'']\). If this is the case, we compute the vpair \((C,\Gamma) = (C' \bowtie C'',(\Gamma' \bowtie \mathcal{C}_T) \cup (\mathcal{C}_T \bowtie [C'']))\) and set the ID-vpair-bit in the row corresponding to \((C,\Gamma)\) in the table at node \(t\). As in the proof of Theorem 8, this can be done in time \(O(2^{2k+1} + 8k)\).

5. Conclusion

In this paper, we have turned several theoretical tractability results for argumentation frameworks of bounded treewidth into efficient algorithms. All these algorithms are based on a dynamic programming approach which uses a single bottom-up traversal of a tree decomposition of the given argumentation framework. For the basic algorithm, we introduced colorings as the crucial data structure to be maintained along this bottom-up traversal. We proved that this data structure allows us to succinctly represent the admissible sets and thus to efficiently decide credulous acceptance. For succinctly representing the preferred extensions and thus deciding skeptical acceptance we had to extend our basic data structure to vpairs – consisting of a vcoloring plus a set of certificates, which are themselves vcolorings. Finally, we modified these vpairs to so-called ID-pairs, which allowed us to design an efficient algorithm for ideal acceptance in argumentation frameworks of bounded treewidth. Moreover, we have shown that some further graph parameters (which, in contrast to tree-width, apply to directed graphs), do not lead to similar tractability results. The key to this collection of intractability results was the intractability for argumentation frameworks of bounded cycle-rank.

Crucial for our dynamic programming algorithms is the efficient computation of a tree decomposition \((T,\mathcal{X})\) of minimum width (i.e., the tree-width) or at least a good approximation thereof. We have already mentioned in Section 2.2 that Bodlaender [7] provided a linear-time algorithm which, for fixed \(w \geq 1\), computes a tree decomposition of width at most \(w\) provided that it exists. However, this algorithm is of limited practical use due to the big multiplicative constant, which is exponential in the width \(w\). Bodlaender et al. have developed several powerful preprocessing methods that may considerably reduce the size of a problem instance for tree-width computation [9,42]. Moreover, intensive research has been devoted to heuristic methods for tree-width computation and to the development of efficient algorithms for an approximation of the tree-width. A good survey on heuristic methods for tree-width computation is given in [8]. Further recent works on this topic are, for instance, [32,36,39]. Various algorithms with different approximation guarantees and run-time upper bounds are given in [1]. On the one hand, a polynomial-time algorithm is presented for a factor \(O(\log w)\) approximation of the tree-width \(w\). On the other hand, also algorithms for constant factor approximations of the tree-width are given. The latter algorithms work in exponential time w.r.t. the tree-width but are still exponentially faster than previous algorithms. All the above works on tree-width computation deal with a tradeoff of efficiency and accuracy. Alternatively, there are also approaches where there is a tradeoff between efficiency and generality. For instance, in [16] a subexponential algorithm results from the restriction of graph classes via forbidden minors.

Several algorithms for the problems discussed in this paper have been presented in the literature. We mention the work by Doutre and Mengin [19] here which relies on set-enumeration techniques exploring a binary tree. Although this tree is conceptually different from the tree decompositions we use, a number of short-cuts for accelerating the enumeration is provided, which could be applied to our algorithms as well.

A similar, yet differently motivated account to characterize argumentation semantics via a decomposition (into a certain form of strongly connected components) is due to Baroni et al. [5]. Similar as in tree decompositions, their approach allows to “locally” compute smaller parts of the extensions independently by propagating certain information during the computation. However, their concept is not directly amenable to fixed-parameter tractability since even in case the number of arguments in the single components is bound, standard NP/coNP-hardness reductions apply. In fact, parameterizing the size of the SCCs is related to the parameter cycle-rank as follows. If the size of the largest SCC of an AF is bounded by \(k\) then clearly the cycle-rank of the AF is \(\leq k\) (as one can simple delete all arguments of an SCC to make it acyclic). But there exist AFs with bounded cycle-rank and arbitrary large SCCs, e.g. directed cycles which have cycle-rank 1 but are of arbitrary size. However, \(P_{\mathcal{C}}^{\mathcal{T}}\)-hardness proofs of skeptical acceptance under preferred semantics fail for AFs with bounded SCC-size. We anticipate that the coNP algorithm we presented for AFs of cycle-rank 1 can be extended to AFs such that for fixed SCC-size the algorithm runs in coNP but its run-time heavily increases with the maximal SCC-size yielding a para-coNP algorithm [30].

Recall that our algorithms rely on the concept of colorings. They look similar to labelings (see [11,38]). However, labelings are defined for complete frameworks, while we require here a concept which also applies to subframeworks (recall that for our complexity results in Theorems 6, 8 and 10, it was essential that colorings are defined over a small number of arguments); in other words, we do not know in advance, whether an argument will eventually be defended; this also explains why we need four colors, whereas the number of labels is usually three. Nonetheless, known results about relations between labelings for different semantics might help us in extending our algorithms to other semantics, which is indeed a major topic for future work.

Further ongoing and future work is as follows:

- We plan to adapt our algorithms to other semantics, such as complete, stable, stage, and semi-stable. As we have already mentioned, we expect no major obstacles in extending the methods developed here to such other semantics.
Another important aspect of future work is to analyze if typical argumentation scenarios naturally lead to AFs of low tree-width. Note that graphs containing big cliques have high tree-width. However, for argumentation scenarios we would rather expect graphs with small cliques or cycles, which are harmless as far as the tree-width is concerned.

A first prototype system which implements the algorithms from this paper is available under www.dbai.tuwien.ac.at/research/project/argumentation/dynpartix.

In recent work [25], we compared this implementation with existing systems, for instance, the ASPARTIX system [29] which relies on reduction to logic programs. The experiments show that the new dynpartix system performs well for instances of low tree-width. Moreover, compared to the ASPARTIX the size of the instance is not of high influence thus reflecting the theoretical run-time analysis given in this paper. Further advances in the dynpartix system have to be made in order to be competitive on arbitrary instances where we cannot expect low tree-width.
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