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Abstract. Argumentation is nowadays one of the major fields within Artificial Intelligence. On one hand it provides genuine methods to model discourses or legal cases; on the other hand, it is closely related to – and gives an orthogonal view on – several formalisms from the AI domain. The aim of this paper is to survey argumentation systems that use ASP technology inside.
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1 Introduction

The area of formal argumentation has seen a steady rise of interest in the last two decades in the field of Artificial Intelligence [5]. It studies how to model arguments and their relationships, as well as the necessary conflict resolution in the presence of diverging opinions, thus providing a general and formal treatment of several questions arising in various applications, for instance, in legal reasoning. In its most prominent manifestation, Abstract Argumentation Frameworks (AFs) by Dung [23], argumentation scenarios are modeled as simple directed graphs, where the vertices represent arguments and each edge corresponds to an attack between two arguments. AFs are resolved using appropriate semantics, which select acceptable subsets of the arguments. For example, consider the AF $F = \langle \{a, b, c, d\}, \{(a, b), (b, c), (b, d)\} \rangle$ with arguments $a$, $b$, $c$, and $d$, where $a$ attacks $b$ and $b$ attacks $c$ and $d$. $F$ has five extensions $\emptyset, \{a\}, \{a, c\}, \{a, d\}, \{a, c, d\}$ under admissible semantics and one extension $\{a, c, d\}$ under complete semantics. Many more semantics have been studied and formal argumentation offers a wide range of different formalisms, ranging from AFs to structured argumentation, where arguments are not treated as atomic entities [8].

Logic Programming (LP) and Argumentation are closely related fields. They have common roots in non-monotonic reasoning and, like in the answer-set programming (ASP) paradigm, many argumentation semantics allow for multiple intended models. There is a research stream that instantiates logic programs as argumentation frameworks with the goal to find semantics for the latter in order to capture the LP semantics at hand. This has been done for stable semantics already in the seminal paper by Dung [23] and has been subsequently applied to other semantics, see e.g. [16]. Another research stream takes the other direction and investigates methods for implementing argumentation by means of logic programming, in particular, by making use of ASP solvers [38,39,40]. The
aim of this paper is to survey these ASP-based approaches. For more general overviews on argumentation systems we refer to [18,19].

2 ASP-Based Argumentation Systems

Dung’s Abstract Argumentation Frameworks. AFs are a core formalism in formal argumentation and have been extensively studied in the literature. In a nutshell, AFs abstract away from the contents of single arguments, focusing on the relationship between arguments that is analyzed. The relationship that is expressed by an AF is the so-called attack relation, where an attack from an argument \( a \) to argument \( b \) indicates that the conclusion of \( a \) contradicts (parts of) the premises of an argument \( b \). AFs are thus just directed graphs, where arguments constitute the vertices and edges represent attacks. Different semantics are defined to obtain jointly acceptable sets of arguments (the so-called extensions of the AF at hand). Nowadays, a large number of such semantics is available and these semantics were extensively studied, see e.g. [7]. The complexity of reasoning tasks for AFs span different classes on the first two levels of the polynomial hierarchy [24] depending on the actual semantics.

Early approaches to encode AF evaluation via ASP are [48,59,60], see also the survey by Toni and Sergot [58]. The reference ASP system for AFs, however, is nowadays ASPARTIX\(^1\) which provides a collection of ASP encodings for numerous AF semantics [28]. ASPARTIX strictly separates the input AF from the evaluation. In other words, for each semantics, a fixed encoding is provided which, when combined with an AF as input, returns the corresponding extensions. In particular, for semantics which are located on the second level of the polynomial hierarchy, different approaches have been presented which rely on the standard saturation technique in ASP [28,36] or make use of particular features of ASP solvers [25,34]. A different approach to capture the different semantics for AFs is via labellings; ASP encodings based on labellings have been presented in [72].

Formalisms Extending AFs. The quite restricted structure of Dung AFs lead to proposals of several extensions of this formalism. Most prominent among these extensions are collective attacks [37], support relations [17] and attacks on attacks [45] yielding formalisms known as SETAFs, bipolar AFs, and EAFs, respectively. While support relations have already been considered in the ASPARTIX system from the very beginning, there are dedicated ASP encodings available for collective attacks [27] and attacks on attacks [26]. In recent work [42], ASPARTIX was extended to include Metalevel AFs that simultaneously allow for values, preferences and attacks on attacks.

Abstract Dialectical Frameworks. Among the most comprehensive of the generalizations of Dung AFs are abstract dialectical frameworks or ADFs for short

\(^1\) http://www.dbai.tuwien.ac.at/research/argumentation/aspartix/
\(^2\) http://gerd.dbai.tuwien.ac.at/
In ADFs, each argument comes with an associated acceptance condition in the form of a propositional formula that allows to express how the acceptance status of an argument depends on the acceptance status of the parents in the graph. The main semantics for AFs have been generalized to ADFs, with the higher expressivity of ADFs coming at the price of higher complexity: the complexity of most reasoning tasks for ADFs are one level higher in the polynomial hierarchy with respect to the complexity of the same tasks for AFs [55]. For instance, checking credulous acceptance under admissible semantics is $NP$-complete for AFs and $\Sigma^p_2$-complete for ADFs. Bipolar ADFs on the other hand, which allow only attacking and supporting links between statements, while still being more expressive than AFs, have the same complexity.

The first ASP-based system for ADFs was ADFSys [33], which lead to the DIAMOND (DIAlectical FraMewOrks eNcoDings) family of systems [30,31]. All of these systems have in common that they basically consist of several ASP encodings and a script with information on what encodings to combine to obtain a desired reasoning behavior. From the start, the systems in the DIAMOND family support reasoning with subclasses of ADFs with the last version of DIAMOND, goDIAMOND [32], allowing ADFs with acceptance conditions expressed as propositional formulas and as Boolean functions, as well as bipolar ADFs and AFs (previous versions also included prioritized ADFs). The encoding for the different semantics usually stays the same; what changes for the different subclasses are the encodings for the computation of the consequence operators associated to the different formalisms to obtain the desired semantics.

The different versions of DIAMOND typically rely on static encodings, i.e. the encodings do not change for different ADF instances. This approach is hence limited by the data complexity of ASP. To handle reasoning problems going beyond the second level of the polynomial hierarchy, DIAMOND systems transform ADFs with acceptance conditions expressed as propositional formulas to ADFs with Boolean functions; an operation which may involve an exponential blowup. YADF [11] is a more recent system demonstrating the use of the fact that the combined complexity of ASP for programs with predicates of bounded arity [29], just as the complexity of reasoning of ADFs, reaches the third level of the polynomial hierarchy. This allows for dynamic (hence the “Y” in YADF) yet single shot encodings to fragments of ASP with matching complexity that make use of the representation of the acceptance conditions of the input ADFs as propositional formulas.

The GRAPPA approach. GRAPPA (GRaph-based Argument Processing with Patterns of Acceptance) [14] is a further generalization of ADFs, providing means of semantically evaluating arbitrary labelled graphs with flexible user-defined acceptance conditions. Reasoning for GRAPPA nevertheless is exactly as hard as reasoning for ADFs. GrappaVis [41] is a graphical JAVA-based tool allowing to

4 [https://www.dbai.tuwien.ac.at/proj/adf/yadf/](https://www.dbai.tuwien.ac.at/proj/adf/yadf/)
5 [https://www.dbai.tuwien.ac.at/proj/adf/grappavis/](https://www.dbai.tuwien.ac.at/proj/adf/grappavis/)
specify GRAPPA (and ADF) instances, evaluate them and visualize the results. It is based on static as well as dynamic encodings to ASP.

ASP is also used as the back-end of ArgueApply[50,51], a mobile app for online debates based on GRAPPA. ArgueApply is a native Android application where users can participate in discussions and collectively relate statements of the debates with each other. Based on these relationships, a debate can be semantically evaluated on the Android device exploiting translations from GRAPPA to ASP [11] developed for YADF. Reasoning is done by an ASP service that may run independently of the Android application and encapsulates a JavaScript version of Clingo 5.2.

Synthesis and Enforcement Problems. UNREAL[44] is a system that deals with realizability of abstract argumentation: the problem of whether for a given set \( V \) of interpretations, there is an instance of the argumentation formalisms that has \( V \) as its semantics. This task is also known as synthesis problem. UNREAL can decide realizability for multiple formalisms (AFs, ADFs, BADFs, and SETAFs) and semantics. Moreover, if a set is realizable, the tool can compute frameworks that evaluate to \( V \). The tool uses modular ASP encodings that guess semantical objects, called realizability characterizations, that determine the realizing knowledge base. Depending on the chosen formalism and semantics, different propagation modules efficiently eliminate unwanted solution candidates.

Enforcement is a dynamic operation on formal models in argumentation. Operators within this family transform a given formal model (e.g. expanding arguments and attacks) such that the modified model satisfies certain goals (for instance, having a specified argument accepted). Encoding such operations in ASP was studied for AFs [49,52] and ADFs [61].

Structured argumentation In formal argumentation, one distinguishes between structured argumentation, where arguments have explicit internal structure, and abstract argumentation, where arguments’ internal contents are abstracted away to focus on their acceptability solely relying on relationships between arguments. Usually, structured arguments are constructed from a possibly inconsistent and/or incomplete (formal) knowledge base (e.g. a logical or rule base). Some of the most established frameworks for structured argumentation [9] include deductive argumentation [10], ASPIC+ [46], defeasible logic programming [37], and assumption-based argumentation [21].

In deductive argumentation [10] arguments are inferences based on a monotonic logic, notably classical logic. Different notions of conflict among arguments can be defined, allowing the construction of AFs (the attacks standing for the conflicts) by means of which inconsistencies in the knowledge bases which start off the deductive argumentation process can be resolved. ASP has been utilized to implement argument construction (as well as their relationships) for deductive argumentation in the work of [20] resulting in the tool vispartix[8]. More
concretely, the approach relies on a two-step procedure: a first ASP call generates arguments from a given input classical logic knowledge base, while a second ASP call identifies conflicts among the arguments that were created by the first call.

In Assumption-based Argumentation (ABA) structured arguments are created from a rule-based knowledge base [21]. Arguments in this formalism are based on assumptions from which derivations, via the given rules, lead to conclusions of arguments. Two approaches first generate arguments, and conflicts, of a given ABA framework, and then utilize ASP to implement the ABA semantics on the resulting abstract argumentation framework. The first approach [6], implemented in ABAPlus[^9], implements ABA+ in this way, which is an extension to ABA that includes preferences among arguments (given as preferences over assumptions). The second approach [43], implemented in aba2af[^10], implements ABA semantics. Both approaches do not create all arguments from a given ABA framework, but introduce certain smaller sets of (abstract) arguments that are sufficient for reasoning over the given ABA framework.

Defeasible logic [37] or DeLP programs are as programs in logic programming, yet distinguishing between defeasible and strict rules (also, there is no default negation; on the other hand negation can appear in the head of rules). A dialectical procedure essentially amounting to considering all possible arguments relevant to evaluating a claim is used to determine whether a conclusion is warranted. In [57] the authors study the relationship between DeLP and ASP by defining two possible translations of DeLP programs into ASP programs differing in the treatment of strict rules. Yet in both cases warrant of a literal w.r.t. the DeLP program implies credulous acceptance of the corresponding literal w.r.t. the resulting ASP program.

A more practical use of ASP in the context of DeLP is the work[^11] presented in [3]. Here the authors evaluate the use of ASP as an alternative NP-oracle (to SAT) for the two main queries (looking for valid arguments and finding collective conflicts among arguments) underlying the algorithm proposed by the authors to compute the set of warranted and blocked conclusions resulting from a recursive semantics for a generalisation of DeLP: P-DeLP[^1]. The latter attaches levels of strength to defeasible rules, formalised as degrees of probabilistic necessity. The recursive semantics[^1] on the other hand avoids the potentially exponential number of arguments that need to be considered by the DeLP-style warrant procedure and can be implemented in polynomial space [2].

In [62,63] (revision of [64]) the authors propose a “two-step” approach to instantiation of theories consisting of strict and defeasible (propositional) rules to AFs. The approach in question bypasses the construction of (potentially exponentially many) complex arguments prior to generating an AF as in the more standard approach underlying e.g. deductive argumentation as well as ASPIC+ and discussed in [15]. Instead, the only nodes of the resulting AFs represent

[^9]: http://www-abaplus.doc.ic.ac.uk/
[^10]: https://www.cs.helsinki.fi/group/coreo/aba2af/
literals and rules of the theories; in fact, the AFs can be computed in polynomial time. In [53] the author reports on ASP encodings for the instantiation of theories via the two-step approach[12]. The encodings are integrated into the DIAMOND system, thus allowing to directly apply this system for reasoning on the instantiated AFs.

ASP encodings are also available for the “direct stable semantics” for knowledge bases consisting of defeasible and strict (first order) rules defined in [56]. The latter is the result of the authors abandoning previous attempts [63,54] at defining a semantics based on instantiation of knowledge bases via abstract argumentation in favor of an approach, where arguments for particular claims are an optional by-product rather than part of the semantics (thus tackling the problems of satisfaction of rationality postulates, over generation of arguments, opacity of attacks, regeneration of the arguments when the knowledge base changes, ...). More specifically, static encodings to disjunctive ASP are provided for existence of a stable model, as well as credulous and skeptical reasoning with respect to propositional defeasible theories[13], all of these problems are located on the second level of the polynomial hierarchy (the encodings also work for first order defeasible theories, but at the cost of an exponential blowup). There is also ongoing work on making use of the direct stable semantics (and ASP encodings) to provide an argumentation-based interface to a restricted fragment of the controlled natural language ACE [35] extended with constructs for expressing defeasible rules [65,22].

3 Conclusion

In this paper we have surveyed approaches to implement reasoning in formal models of argumentation via ASP. The variety of reasoning tasks, as well as the variety of formal models for which ASP implementations were developed witnesses the wide applicability of both the ASP language and state-of-the-art ASP solvers available today.
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