Complexity of Super-Coherence Problems in ASP
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Abstract. Adapting techniques from database theory in order to optimize Answer Set Programming (ASP) systems, and in particular the grounding components of ASP systems, is an important topic in ASP. In recent years, the Magic Set method has received some interest in this setting, and a variant of it, called DMS, has been proposed for ASP. However, this technique has a caveat, because it is not correct (in the sense of being query-equivalent) for all ASP programs. In recent work, a large fragment of ASP programs, referred to as super-coherent programs, has been identified, for which DMS is correct. An open question remained: How complex is it to determine whether a given program is super-coherent? This question turned out to be quite difficult to answer precisely. In this paper, we formally prove that deciding whether a propositional program is super-coherent is \( \Pi^P_3 \)-complete in the disjunctive case, while it is \( \Pi^P_2 \)-complete for normal programs.

The hardness proofs are the difficult part in this endeavor. We proceed by characterizing the reductions by the models and reduct models which the ASP programs should have, and then provide instantiations that meet the given specifications.

1 Introduction

Answer Set Programming (ASP) is a powerful formalism for knowledge representation and common sense reasoning [5]. Allowing disjunction in rule heads and nonmonotonic negation in bodies, ASP can express every query belonging to the complexity class \( \Sigma^P_2 \) (\( \text{NP}^{\text{AT}} \)). Encouraged by the availability of efficient inference engines, such as DLV [16], GtN [14], Cmodels [17], or ClaspD [8], ASP has found several practical applications in various domains, including data integration [15], semantic-based information extraction [19, 20], e-tourism [23], workforce management [24], and many more. As a matter of fact, these ASP systems are continuously enhanced to support novel optimization strategies, enabling them to be effective over increasingly larger application domains.

Frequently, optimization techniques are inspired by methods that had been proposed in other fields, for example database theory, satisfiability solving, or constraint satisfaction. Among techniques adapted to ASP from database theory, Magic Sets [25, 4, 6] have recently achieved a lot of attention. Following some earlier work [13, 7], recently an adapted method called DMS has been proposed for ASP in [3]. However, this technique has a caveat, because it is not correct (in the sense of being query-equivalent) for all ASP programs. In recent work [2, 1], a large fragment of ASP programs, referred
to as \textit{super-coherent programs} (ASP\textsuperscript{sc}), has been identified, for which DMS can be proved to be correct.

While our main motivation for studying ASP\textsuperscript{sc} stemmed from the applicability of DMS, this class actually has many more important motivations. Indeed, it can be viewed as the class of \textit{non-constraining programs}: Adding extensional information to these programs will always result in answer sets. One important implication of this property is for modular evaluation. For instance, when using the splitting set theorem of [18], if a top part of a split program is an ASP\textsuperscript{sc} program, then any answer set of the bottom part will give rise to at least one answer set of the full program—so for determining answer set existence, there would be no need to evaluate the top part.

On a more abstract level, one of the main criticisms of ASP (being voiced especially in database theory) is that there are programs which do not admit any answer set (traditionally this has been considered a more serious problem than the related nondeterminism in the form of multiple answer sets, cf. [22]). From this perspective, programs which guarantee coherence (existence of an answer set) have been of interest for quite some time. In particular, if one considers a fixed program and a variable “database,” one arrives naturally at the class ASP\textsuperscript{sc} when requiring existence of an answer set. This also indicates that deciding super-coherence of programs is related to some problems from the area of equivalence checking in ASP [12, 10, 21]. For instance, when deciding whether, for a given arbitrary program \( P \), there is a uniformly equivalent definite positive (or definite Horn) program, super-coherence of \( P \) is a necessary condition—this is straightforward to see because definite Horn programs have exactly one answer set, so a non-super-coherent program cannot be uniformly equivalent to any definite Horn program.

Since the property of being super-coherent is a semantic one, a natural question arises: How difficult is it to decide whether a given program belongs to ASP\textsuperscript{sc}? It turns out that the precise complexity is rather difficult to establish. Some bounds have been given in [2], in particular showing decidability, but especially hardness results seemed quite hard to obtain.

In order to focus on the essentials of this problem, in this paper we deal with propositional programs and show the precise complexity (in terms of completeness) for deciding whether a given propositional ASP program belongs to ASP\textsuperscript{sc}. In Section 2 we first define some terminology needed later on. In Section 3 we formulate the problem that we analyze and state the results. The remainder of the paper contains the proofs — in Section 4 for disjunctive programs and in Section 5 for normal programs — and in Section 6 we briefly discuss the relation to equivalence problems before concluding the work in Section 7.

## 2 Preliminaries

In this paper we consider propositional programs, so an atom \( p \) is a member of a countable set \( \mathcal{U} \). A \textit{literal} is either an atom \( p \) (a positive literal), or an atom preceded by the negation as failure symbol \( \text{not} \) (a negative literal). A \textit{rule} \( r \) is of the form

\[
p_1 \lor \ldots \lor p_n \leftarrow q_1, \ldots, q_j, \text{not } q_{j+1}, \ldots, \text{not } q_m
\]
where $p_1, \ldots, p_n, q_1, \ldots, q_m$ are atoms and $n \geq 0$, $m \geq j \geq 0$. The disjunction $p_1 \lor \cdots \lor p_n$ is the head of $r$, while the conjunction $q_1, \ldots, q_j$, not $q_{j+1}, \ldots, not q_m$ is the body of $r$. Moreover, $H(r)$ denotes the set of head atoms, while $B(r)$ denotes the set of body literals. We also use $B^+(r)$ and $B^-(r)$ for denoting the set of atoms appearing in positive and negative body literals, respectively, and $At(r)$ for the set $H(r) \cup B^+(r) \cup B^-(r)$. A rule $r$ is normal (or disjunction-free) if $|H(r)| = 1$ or $|H(r)| = 0$ (in this case $r$ is also referred to as a constraint), positive (or negation-free) if $B^-(r) = \emptyset$, a fact if both $B(r) = \emptyset$ and $|H(r)| = 1$.

A program $P$ is a finite set of rules; if all rules in it are positive (resp. normal), then $P$ is a positive (resp. normal) program. Odd-cycle-free and stratified programs constitute two other interesting classes of programs. An atom $p$ appearing in the head of a rule $r$ depends on each atom $q$ that belongs to $B(r)$; if $q$ belongs to $B^+(r)$, $p$ depends positively on $q$, otherwise negatively. A program without constraints is odd-cycle-free if there is no cycle of dependencies involving an odd number of negative dependencies, while it is stratified if each cycle of dependencies involves only positive dependencies. Programs containing constraints have been excluded by the definition of odd-cycle-free and stratified programs. In fact, constraints intrinsically introduce odd-cycles in programs as a constraint of the form

$$\leftarrow q_1, \ldots, q_j, \text{not } q_{j+1}, \ldots, \text{not } q_m$$

can be replaced by the following equivalent rule:

$$co \leftarrow q_1, \ldots, q_j, \text{not } q_{j+1}, \ldots, \text{not } q_m, \text{not } co,$$

where $co$ is a fresh atom (i.e., an atom that does not occur elsewhere in the program).

Given a program $P$, let $At(P)$ denote the set of atoms that occur in it, that is, let $At(P) = \bigcup_{r \in P} At(r)$. An interpretation $I$ for a program $P$ is a subset of $At(P)$. An atom $p$ is true w.r.t. an interpretation $I$ if $p \in I$; otherwise, it is false. A negative literal not $p$ is true w.r.t. $I$ if and only if $p$ is false w.r.t. $I$. The body of a rule $r$ is true w.r.t. $I$ if and only if all the body literals of $r$ are true w.r.t. $I$, that is, if and only if $B^+(r) \subseteq I$ and $B^-(r) \cap I = \emptyset$. An interpretation $I$ satisfies a rule $r \in P$ if at least one atom in $H(r)$ is true w.r.t. $I$ whenever the body of $r$ is true w.r.t. $I$. An interpretation $I$ is a model of a program $P$ if $I$ satisfies all the rules in $P$.

Given an interpretation $I$ for a program $P$, the reduct of $P$ w.r.t. $I$, denoted by $P^I$, is obtained by deleting from $P$ all the rules $r$ with $B^-(r) \cap I \neq \emptyset$, and then by removing all the negative literals from the remaining rules. The semantics of a program $P$ is given by the set $AS(P)$ of the answer sets of $P$, where an interpretation $M$ is an answer set for $P$ if and only if $M$ is a subset-minimal model of $P^M$.

In the subsequent sections, we will use the following properties that the models and models of reducts of programs satisfy (see, e.g., [9, 12]):

(P1) for any disjunctive program $P$ and interpretations $I \subseteq J \subseteq K$, if $I$ satisfies $P^J$, then $I$ also satisfies $P^K$;

(P2) for any normal program $P$ and interpretations $I, J \subseteq K$, if $I$ and $J$ both satisfy $P^K$, then also $(I \cap J)$ satisfies $P^K$. 
We now introduce super-coherent ASP programs (ASP_{sc} programs), the main class of programs studied in this paper.

**Definition 1 (ASP_{sc} programs [1, 2]).** A program $P$ is super-coherent if, for every set of facts $F$, $AS(P \cup F) \neq \emptyset$. Let ASP_{sc} denote the set of all super-coherent programs.

Note that ASP_{sc} programs include all odd-cycle-free programs (and therefore also all stratified programs). Indeed, every odd-cycle-free program admits at least one answer set and remains odd-cycle-free even if an arbitrary set of facts is added to its rules. On the other hand, there are programs having odd-cycles that are in ASP_{sc}, cf. [2].

### 3 Problem Statement and Main Theorems

In this paper, we study the complexity of the following natural problem.

- Given a program $P$, is $P$ super-coherent, i.e. does $AS(P \cup F) \neq \emptyset$ hold for any set $F$ of facts.

We will study the complexity for this problem for the case of disjunctive logic programs and non-disjunctive (normal) logic programs. We first have a look at a similar problem, which turns out to be rather trivial to decide.

**Proposition 1.** The problem of deciding whether, for a given disjunctive program $P$, there is a set $F$ of facts such that $AS(P \cup F) \neq \emptyset$ is NP-complete; NP-hardness holds already for normal programs.

**Proof.** We start by observing that there is $F$ such that $AS(P \cup F) \neq \emptyset$ if and only if $P$ has at least one classical model. Indeed, if $M$ is a model of $P$, then $P \cup M$ has $M$ as its answer set. On the other hand, if $P$ has no model, then no addition of facts $F$ will yield an answer set for $P \cup F$. It is well known that deciding whether a program has at least one (classical) model is NP-complete for both disjunctive and normal programs. \(\square\)

In contrast, the complexity for deciding super-coherence is surprisingly high, which we shall show next. To start, we give a straight-forward observation.

**Proposition 2.** A program $P$ is super-coherent if and only if for each set $F \subseteq At(P)$, $AS(P \cup F) \neq \emptyset$.

**Proof.** The only-if direction is by definition. For the if-direction, let $F$ be any set of facts. $F$ can be partitioned into $F' = F \cap At(P)$ and $F'' = F \setminus F'$. By assumption, $P \cup F'$ is coherent. Let $M$ be an answer set of $P \cup F'$. We shall show that $M \cup F''$ is an answer set of $P \cup F = P \cup F' \cup F''$. This is in fact a consequence of the splitting set theorem [18], as the atoms in $F''$ are only defined by facts not occurring in $P \cup F'$. \(\square\)

Our main results are as follows. The proofs are contained in the subsequent sections.

**Theorem 1.** The problem of deciding super-coherence for disjunctive programs is $\Pi^P_3$-complete.

**Theorem 2.** The problem of deciding super-coherence for normal programs is $\Pi^P_2$-complete.
4 Proof of Theorem 1

Membership follows by the following straight-forward nondeterministic algorithm for the complementary problem, i.e. given a program \( P \), does there exist a set \( F \) of facts such that \( AS(P \cup F) = \emptyset \); we guess a set \( F \subseteq At(P) \) and check \( AS(P \cup F) = \emptyset \) via an oracle-call. Restricting the guess to \( At(P) \) can be done by Proposition 2. Checking \( AS(P \cup F) = \emptyset \) is known to be in \( HP_3 \) [11]. This shows \( HP_3 \)-membership.

For the hardness we reduce the \( HP_3 \)-complete problem of deciding whether QBFs of the form \( \forall X \exists Y \forall Z \phi \) are true to the problem of super-coherence. Without loss of generality, we can consider \( \phi \) to be in DNF and, indeed, \( X \neq \emptyset, Y \neq \emptyset, Z \neq \emptyset \). We also assume that each disjunct of \( \phi \) contains at least one variable from \( X \), one from \( Y \) and one from \( Z \). More precisely, we shall construct for each such QBF \( \phi \) a program \( P_\phi \) such that \( \phi \) is true iff \( P_\phi \) is super-coherent. Before showing how to actually construct \( P_\phi \) from \( \phi \) in polynomial time, we give the required properties for \( P_\phi \). We then show that for programs \( P_\phi \) satisfying these properties, the desired relation (\( \phi \) is true iff \( P_\phi \) is super-coherent) holds, and finally we provide the construction of \( P_\phi \).

**Definition 2.** Let \( \Phi = \forall X \exists Y \forall Z \phi \) be a QBF with \( \phi \) in DNF. We call any program \( P \) satisfying the following properties a \( \Phi \)-reduction:

1. \( P \) is given over atoms \( U = X \cup Y \cup Z \cup \overline{X} \cup \overline{Y} \cup \overline{Z} \cup \{u, v, w\} \), where all atoms in sets \( S = \{ \tau \mid s \in S \} \) and \( \{u, v, w\} \) are fresh and mutually disjoint;
2. \( P \) has the following models:
   - \( U \)
   - for each \( I \subseteq X, J \subseteq Y \),
     \[
     M[I,J] = I \cup (X \setminus J) \cup J \cup (Y \setminus J) \cup Z \cup \overline{Z} \cup \{u, v\}
     \]
     and
     \[
     M'[I,J] = I \cup (X \setminus J) \cup J \cup (Y \setminus J) \cup Z \cup \overline{Z} \cup \{v, w\};
     \]
3. for each \( I \subseteq X, J \subseteq Y \), the models\(^3\) of the reduct \( P^M[I,J] \) are \( M[I,J] \) and
   \[
   O[I] = I \cup (X \setminus I);
   \]
4. for each \( I \subseteq X, J \subseteq Y \), the models of the reduct \( P^M[I,J] \) are \( M'[I,J] \) and
   - for each \( K \subseteq Z \) such that \( I \cup J \cup K \neq \emptyset \),
     \[
     N[I,J,K] = I \cup (X \setminus I) \cup J \cup (Y \setminus J) \cup K \cup (Z \setminus K) \cup \{v\};
     \]
5. the models of the reduct \( P^U \) are given only by the models already mentioned above, i.e. \( U \) itself, \( M[I,J], M'[I,J], \) and \( O[I] \), for each \( I \subseteq X, J \subseteq Y \), and \( N[I,J,K] \) for each \( I \subseteq X, J \subseteq Y, K \subseteq Z \), such that \( I \cup J \cup K \neq \emptyset \).

\(^3\) Here and below, for a reduct \( P^M \) we only list models of the form \( N \subseteq M \), since those are the relevant ones for our purposes. Recall that \( N = M \) is always a model of \( P^M \) in case \( M \) is a model of \( P \).
We just note at this point that the models of the reduct $P^U$ given in Item 5 are not specified for particular purposes, but are required to allow for a realization via disjunctive programs. In fact, these models are just an effect of property (P1) mentioned in Section 2. However, before showing a program satisfying the properties of a $\Phi$-reduction, we first show the rationale behind the concept of $\Phi$-reductions.

**Lemma 1.** For any QBF $\Phi = \forall X \exists Y \forall Z \phi$ with $\phi$ in DNF, a $\Phi$-reduction is super-coherent iff $\Phi$ is true.

**Proof.** Suppose that $\Phi$ is false. Hence, there exists an $\mathcal{I} \subseteq X$ such that, for all $J \subseteq Y$, there is a $K_Y \subseteq Z$ with $\mathcal{I} \cup J \cup K_Y \not= \emptyset$. Now let $P$ be any $\Phi$-reduction and $F_\mathcal{I} = \mathcal{I} \cup (X \setminus \mathcal{I})$. We show that $AS(P \cup F_\mathcal{I}) = 0$, thus $P$ is not super-coherent. Let $M$ be a model of $P \cup F_\mathcal{I}$. Since $P$ is a $\Phi$-reduction, the only candidates for $M$ are $U$, $M[\mathcal{I}, J]$, and $M'[\mathcal{I}, J]$, where $J \subseteq Y$. Indeed, for each $I \not= \mathcal{I}$, $M[I, J]$ and $M'[I, J]$ cannot be models of $P \cup F_\mathcal{I}$ because $F_\mathcal{I} \not\subseteq M[I, J]$, resp. $F_\mathcal{I} \not\subseteq M'[I, J]$. We now discuss the potential candidates:

- $M = U$: Then, for instance, $M[\mathcal{I}, J] \subseteq U$ is a model of $(P \cup F_\mathcal{I})^M = P^M \cup F_\mathcal{I}$ for any $J \subseteq Y$. Thus, $M \notin AS(P \cup F_\mathcal{I})$.
- $M = M[\mathcal{I}, J]$ for some $J \subseteq Y$. Then, by the properties of $\Phi$-reductions, $O[\mathcal{I}] \subseteq M$ is a model of $(P \cup F_\mathcal{I})^M = P^M \cup F_\mathcal{I}$. Thus, $M \notin AS(P \cup F_\mathcal{I})$.
- $M = M'[\mathcal{I}, J]$ for some $J \subseteq Y$. By the initial assumption, there exists a $K_Y \subseteq Z$ with $\mathcal{I} \cup J \cup K_Y \not= \emptyset$. Then, by the properties of $\Phi$-reductions, $N[I, J, K] \subseteq M$ is a model of $P^M$. Thus, $M \notin AS(P \cup F_\mathcal{I})$.

Suppose that $\Phi$ is true. It is sufficient to show that for each $F \subseteq U$, $AS(P \cup F) \neq \emptyset$. We have the following cases:

If $\{s, \overline{s}\} \subseteq F$ for some $s \in X \cup Y$ or $\{u, w\} \subseteq F$. Then $U \in AS(P \cup F)$ since $U$ is a model of $P \cup F$ and each potential model $M \subseteq U$ of the reduct $P^U$ (see the properties of $\Phi$-reductions) does not satisfy $F \subseteq M$; thus each such $M$ is not model of $P^U \cup F = (P \cup F)^U$.

Otherwise, we have $F \subseteq M[I, J]$ or $F \subseteq M'[I, J]$ for some $I \subseteq X$, $J \subseteq Y$. In case $F \subseteq M[I, J]$ and $F \subseteq O[I]$, we observe that $M[I, J] \in AS(P \cup F)$ since $O[I]$ is the only model of the reduct $P^M[I, J]$. Thus for each such $F$ there cannot be a model $M \subseteq M[I, J]$ of $(P \cup F)^M[I, J]$. As well, in case $F \subseteq M'[I, J]$, where $w \in F$, $M'[I, J]$ can be shown to be an answer set of $P \cup F$. Indeed, in this case no $M \subseteq M'[I, J]$ is a model of $P^M[I, J]$ because $\Phi$ is true.

It remains to consider the case $F \subseteq O[I]$ for each $I \subseteq X$. We show that $M'[I, J]$ is an answer set of $P \cup F$, for some $J \subseteq Y$. Since $\Phi$ is true, we know that, for each $I \subseteq X$, there exists a $J_I \subseteq Y$ such that, for all $K \subseteq Z$, $I \cup J_I \cup K \not= \emptyset$. As can be verified by the properties of $\Phi$-reductions, then there is no model $M \subseteq M'[I, J_I]$ of $P^M[I, J_I]$. Consequently, there is also no such model of $(P \cup F)^M[I, J_I]$, and thus $M'[I, J_I] \in AS(P \cup F)$.

It remains to show that for any QBF of the desired form, a $\Phi$-reduction can be obtained in polynomial time (w.r.t. the size of $\Phi$). For the construction below, let us denote a negated atom $a$ in the propositional part of the QBF $\Phi$ as $\overline{a}$. 
Definition 3. For any QBF $\Phi = \forall X \exists Y \forall Z \phi$ with $\phi = \bigvee_{i=1}^{n} l_{i,1} \wedge \cdots \wedge l_{i,m_i}$, a DNF (i.e., a disjunction of conjunctions over literals), we define

\[ P_{\Phi} = \{ x \lor \overline{x}; u \leftarrow x; w \leftarrow x; x \leftarrow u, w; \overline{z} \leftarrow u, w \mid x \in X \} \cup \]

\{ y \lor \overline{y}; u \leftarrow y, \overline{y}; w \leftarrow y, \overline{y}; y \leftarrow u, w; \overline{y} \leftarrow u, w \} \cup \]

\{ z \lor \overline{z}; v \leftarrow z, \overline{z}; u \leftarrow z, \overline{z}; v \leftarrow z, \overline{z} \} \cup \]

\{ w \lor u \leftarrow l_{i,1}, \ldots, l_{i,m_i}, 1 \leq i \leq n \} \cup \]

\{ v \leftarrow w; v \leftarrow u; v \leftarrow \overline{u} \}. \]

Lemma 2. For any QBF $\Phi = \forall X \exists Y \forall Z \phi$, the program $P_{\Phi}$ is a $\Phi$-reduction.

Proof. Obviously, $At(P_{\Phi})$ contains the atoms as required in 1) of Definition 2. We continue to show 2). To see that $U$ is a model of $P_{\Phi}$ is obvious. We next show that the remaining models $M$ are all of the form $M[I, J]$ or $M'[I, J]$. First we have $v \in M$ because of the rules $v \leftarrow u$ and $v \leftarrow \overline{u}$ in (5). In case $w \notin M$, $Z \cup \overline{Z} \subseteq M$ by the rules in (3). In case $w \notin M$, we have $K \cup (Z \setminus K) \subseteq M$ for some $K \subseteq Z$, since $v \in M$ and by (3). But then, since $w \notin M$, $u \in M$ holds (rules $u \leftarrow z, \overline{z}$ resp. $u \leftarrow \overline{z}, \overline{z}$). Hence, also here $Z \cup \overline{Z} \subseteq M$. In both cases, we observe that by (1) and (2), $I \cup (X \setminus U) \cup J \cup (Y \setminus J) \subseteq M$, for some $I \subseteq X$ and $J \subseteq Y$. This yields the desired models, $M[I, J], M'[I, J]$. It can be checked that no other model exists by showing that for $N \subseteq M[I, J]$, resp. $N \subseteq M'[I, J]$, $N = U$ follows.

We next show that, for each $I \subseteq X$ and $J \subseteq Y$, $P^{M[I, J]}$ and $P^{M'[I, J]}$ possess the required models. Let us start by showing that $O[I]$ is a model of $P^{M[I, J]}$. In fact, it can be observed that all of the rules of the form $x \lor \overline{x} \leftarrow$ in (1) are satisfied because either $x$ or $\overline{x}$ belong to $O[I]$, while all of the other rules in $P^{M[I, J]}$ are satisfied because of a false body literal. We also note that each strict subset of $O[I]$ does not satisfy some rule of the form $x \lor \overline{x} \leftarrow$, and thus it is not a model of $P^{M[I, J]}$. Similarly, any interpretation $W$ such that $O[I] \subseteq W \subseteq M[I, J]$ does not satisfy some rule in $P^{M'[I, J]}$ (note that rules of the form $u \leftarrow z$ and $u \leftarrow \overline{z}$ occur in $P^{M'[I, J]}$ because $w \notin M[I, J]$; such rules are obtained by rules in (3)).

Let us now consider $P^{M'[I, J]}$ and let $W \subseteq M'[I, J]$ be one of its models. We shall show that either $W = M'[I, J]$, or $W = N[I, J, K]$ for some $K \subseteq Z$ such that $I \cup J \cup Z \neq \phi$. Note that $v$ is a fact in $P^{M'[I, J]}$, hence $v$ must belong to $W$. By (1) and (2), since $v \in W$ and $W \subseteq M'[I, J]$, we can conclude that all of the atoms in $I \cup (X \setminus I) \cup J \cup (Y \setminus J)$ belong to $W$. Consider now the atom $w$. If $w$ belongs to $W$, by the rules in (3) we conclude that all of the atoms in $Z \cup \overline{Z}$ belong to $W$, and thus $W = M[I, J]$. Otherwise, if $w \notin W$, by the rules of the form $z \lor \overline{z} \leftarrow v$ in (3), there must be a set $K \subseteq Z$ such that $K \cup (Z \setminus K)$ is contained in $W$. Note that no other atoms in $Z \cup \overline{Z}$ can belong to $W$ because of the last rule in (3). Hence, $W = N[I, J, K]$. Moreover, $w \notin W$ and $u \notin W$ imply that $I \cup J \cup K \neq \phi$ holds because of (4).
Finally, one can show that $P^U$ does not yield additional models as those which are already present by other models. Let $W \subseteq U$ be a model of $P^U$. By (1), $O[I] \subseteq W$ must hold for some $I \subseteq X$. Consider now the atom $v$. If $v \notin W$, we conclude that the model $W$ is actually $O[I]$. We can thus consider the other case, i.e. $v \in W$. By (2), $J \cup (Y \setminus J) \subseteq W$ must hold for some $J \subseteq Y$. Consider now the atom $u$. If $u \in W$, we have $Z \cup \bar{Z} \subseteq W$ because of (3). If no other atom belongs to $W$, then $W = M[I, J]$ holds. Otherwise, if any other atom belongs to $W$, it can be checked that $W$ must be equal to $U$. We can then consider the case in which $u \notin W$, and the atom $w$. Again, we have two possibilities. If $w$ belongs to $W$, by (3) we conclude that all of the atoms in $Z \cup \bar{Z}$ belong to $W$, and thus either $W = M[I, J]$ or $W = U$. Otherwise, if $w \notin W$, by the rules of the form $z \lor z \leftarrow v$ in (3), there must be a set $K \subseteq Z$ such that $K \cup (Z \setminus K)$ is contained in $W$. Note that no other atoms in $Z \cup \bar{Z}$ can belong to $W$ because of the last rule in (3). Hence, $W = N[I, J, K]$. Moreover, because of (4), $w \notin W$ and $u \notin W$ imply that $I \cup J \cup K \neq \phi$ holds.

Note that the program from Definition 3 does not contain constraints. As a consequence, the $\Pi^P_2$-hardness result presented in this section also holds if we only consider disjunctive ASP programs without constraints.

5 Proof of Theorem 2

Membership follows by the straight-forward nondeterministic algorithm for the complementary problem presented in the previous section. We have just to note that a $co-\text{NP}$ oracle can be used for checking the consistency of a normal program. Thus, $\Pi^P_2$-membership is established.

For the hardness we reduce the $\Pi^P_2$-complete problem of deciding whether QBFs of the form $\forall X \exists Y \phi$ are true to the problem of super-coherence. Without loss of generality, we can consider $\phi$ to be in CNF and, indeed, $X \neq \emptyset$, and $Y \neq \emptyset$. We also assume that each clause of $\Phi$ contains at least one variable from $X$ and one from $Y$. More precisely, we shall adapt the notion of $\Phi$-reduction to normal programs. In particular, we have to take into account a fundamental difference between disjunctive and normal programs: while disjunctive programs allow for using disjunctive rules for guessing a subset of atoms, such a guess can be achieved only by means of unstratified negation within a normal program. For example, one atom in a set $\{x, y\}$ can be guessed by means of the following disjunctive rule: $x \lor y \leftarrow$. Within a normal program, the same result can be obtained by means of the following rules: $x \leftarrow \neg y$ and $y \leftarrow \neg x$. However, these last rules would be deleted in the reduced program associated with a model containing both $x$ and $y$, which would allow for an arbitrary subset of $\{x, y\}$ to be part of a model of the reduct. More generally speaking, we have to take Property (P2), as introduced in Section 2, into account. This makes the following definition a bit more cumbersome compared to Definition 2.

**Definition 4.** Let $\Phi = \forall X \exists Y \phi$ be a QBF with $\phi$ in CNF. We call any program $P$ satisfying the following properties a $\Phi$-norm-reduction:
1. \( P \) is given over atoms \( U = X \cup Y \cup \overline{X} \cup \overline{Y} \cup \{v, w\} \), where all atoms in sets 
\( S = \{\pi \mid s \in S\} \) and \( \{v, w\} \) are fresh and mutually disjoint;

2. \( P \) has the following models:
   - for each \( J \subseteq Y \), and for each \( J^* \) such that \( J \cup (Y \setminus J) \subseteq J^* \subseteq Y \cup \overline{Y} \)
     \[ O[J^*] = X \cup \overline{X} \cup J^* \cup \{v, w\} \];
   - for each \( I \subseteq X \), \( M[I] = I \cup (\overline{X} \setminus I) \cup \{v\} \);
   - for each \( I \subseteq X \), \( J \subseteq Y \), such that \( I \cup J \models \phi \)
     \[ N[I, J] = I \cup (\overline{X} \setminus I) \cup J \cup (Y \setminus J) \cup \{w\} \];

3. the only models of a reduct \( P^M[I] \) are \( M[I] \) and \( M[I] \setminus \{v\} \); the only model of a reduct \( P^N[I, J] \);

4. each model \( M \) of a reduct \( P^O[J^*] \) satisfies the following properties:
   (a) for each \( y \in Y \) such that \( y \in O[J^*] \) and \( \overline{y} \notin O[J^*] \), if \( w \in M \), then \( y \in M \);
   (b) for each \( y \in Y \) such that \( \overline{y} \in O[J^*] \) and \( y \notin O[J^*] \), if \( w \in M \), then \( \overline{y} \in M \);
   (c) if \( Y \cup \overline{Y} \setminus M \neq \emptyset \), then \( w \in M \);
   (d) if there is a clause \( l_{i,1} \lor \cdots \lor l_{i,m} \), of \( \phi \) such that \( \{\overline{\tilde{i}_{1,1}}, \ldots, \overline{\tilde{i}_{1,m}}\} \subseteq M \), then \( v \in M \);
   (e) if there is an \( x \in X \) such that \( \{x, \pi\} \subseteq M \), or there is a \( y \in Y \) such that \( \{y, \overline{\pi}\} \subseteq M \), then \( \{v, w\} \subseteq M \), it must hold that \( X \cup \overline{X} \cup \{v, w\} \subseteq M \).

**Lemma 3.** For any QBF \( \Phi = \forall X \exists Y \phi \) with \( \phi \) in CNF, a \( \Phi \)-norm-reduction is super-
coherent iff \( \Phi \) is true.

**Proof.** Suppose that \( \Phi \) is false. Hence, there exists an \( I \subseteq X \) such that, for all \( J \subseteq Y \), \( I \cup J \models \phi \). Now, let \( P \) be any \( \Phi \)-norm-reduction and \( F_2 = I \cup (X \setminus I) \). We show that \( AS(P \cup F_2) = \emptyset \), thus \( P \) is not super-coherent. Let \( M \) be a model of \( P \cup F_2 \). Since \( P \) is a \( \Phi \)-norm-reduction, the only candidates for \( M \) are \( O[J^*] \) for some \( J \subseteq Y \) and \( J^* \) such that \( J \cup (Y \setminus J) \subseteq J^* \subseteq Y \cup \overline{Y} \), \( M[I] \), and \( N[I, J] \), where \( J^* \subseteq Y \) satisfies \( I \cup J^* \models \phi \). However, from our assumption (for all \( J \subseteq Y \), \( I \cup J \models \phi \)), no such \( N[I, J] \) exists. Thus, it remains to consider \( O[J^*] \) and \( M[I] \). By the properties of \( \Phi \-
norm-reductions, \( M[I] \setminus \{v\} \) is a model of \( P^M[I] \), and hence \( M[I] \setminus \{v\} \) is also a model of \( P^M[I] \cup F_2 = (P \cup F_2)^M[I] \). Thus, \( M[I] \) is not an answer set of \( P \cup F_2 \). On the other hand, it can be checked that \( M[I] \setminus \{v\} \) is a model of \( P^O[J^*] \cup F_2 = (P \cup F_2)^O[J^*] \), for any \( O[J^*] \). Thus, \( AS(P \cup F_2) = \emptyset \) holds.

Suppose that \( \Phi \) is true. It is sufficient to show that, for each \( F \subseteq U \), \( AS(P \cup F) \neq \emptyset \). We have the following cases:
- \( F \subseteq I \cup (X \setminus I) \cup \{v\} \) for some \( I \subseteq X \). If \( v \in F \), then \( M[I] \) is the unique model of \( P^M[I] \cup F = (P \cup F)^M[I] \), and thus \( M[I] \in AS(P \cup F) \). Otherwise, if \( v \notin F \), since \( \Phi \) is true, there exists a \( J \subseteq Y \) such that \( I \cup J \models \phi \). Thus, \( N[I, J] \in AS(P \cup F) \).
- \( I \cup (X \setminus I) \subseteq F \subseteq N[I, J] \) for some \( I \subseteq X \) and \( J \subseteq Y \) such that \( I \cup J \models \phi \).
  In this case \( N[I, J] \) is a model of \( P \cup F \) and, by the properties of \( \Phi \)-norm-reductions, \( N[I, J] \) is also the unique model of \( P^N[I, J] \cup F = (P \cup F)^N[I, J] \).
We shall show that $O[I]$ is an answer set of $P \cup F$ in this case. Let $M$ be a model of $P^{O[I]} \cup F = (P \cup F)^{O[I]}$. Since $I \cup (X \setminus I) \subseteq N[I, J]$, either $w \in F$ or $(Y \cup \overline{Y}) \cap F \neq \emptyset$. Clearly, $F \subseteq M$ and so $w \in M$ in the first case. Note that $w \in M$ holds also in the second case because of property 4(c). Thus, as a consequence of properties 4(a) and 4(b), $J \cup (Y \setminus J) \subseteq M$ holds. Since $I \cup J \neq \emptyset$ and because of property 4(d), $v \in M$ holds. Finally, since $\{v, w\} \subseteq M$ and because of property 4(e), $X \cup X \subseteq M$ holds and, thus, $M = O[I]$.

In all other cases, either $\{v, w\} \subseteq F$, or there is an $x \in X$ such that $\{x, \overline{x}\} \subseteq F$, or there is a $y \in Y$ such that $\{y, \overline{y}\} \subseteq F$. We shall show that in such cases there is an $O[J^*]$ which is an answer set of $P \cup F$. Let $O[J^*]$ be such that $J^* = F \cap (Y \cup \overline{Y})$ and let $M$ be a model of $P^{O[J^*]} \cup F = (P \cup F)^{O[J^*]}$ such that $M \subseteq O[J^*]$. We shall show that $O[J^*] \subseteq M$ holds, which would imply that $O[J^*] = M$ is an answer set of $P \cup F$. Clearly, $F \subseteq M$ holds. By property 4(e), $X \cup \overline{X} \cup \{v, w\} \subseteq M$ holds. Thus, by property 4(a) and because $w \in M$, it holds that $y \in M$ for each $y \in Y$ such that $y \in O[J^*]$ and $\overline{y} \notin O[J^*]$. Similarly, by property 4(b) and because $w \in M$, it holds that $\overline{y} \in M$ for each $y \in Y$ such that $y \in O[J^*]$ and $y \notin O[J^*]$. Moreover, for all $y \in Y$ such that $\{y, \overline{y}\} \subseteq O[J^*]$, it holds that $\{y, \overline{y}\} \subseteq F \subseteq M$. Therefore, $O[J^*] \subseteq M$ holds and, consequently, $O[J^*] \in AS(P \cup F)$.

**Definition 5.** For any QBF $\Phi = \forall X \exists Y \phi$ with $\phi = \bigwedge_{i=1}^{n} l_{i,1} \vee \cdots \vee l_{i,m_i}$ in CNF, we define

\[
N_{\phi} = \{x \leftarrow \text{not } \overline{x}; \overline{x} \leftarrow \text{not } x \mid x \in X\} \cup \{y \leftarrow \text{not } \overline{y}, y; \overline{y} \leftarrow \text{not } y, w; w \leftarrow \overline{y} \mid y \in Y\} \cup \{z \leftarrow v, w; z \leftarrow x, \overline{x}; z \leftarrow y, y; z \leftarrow x, \overline{x}, y, \overline{y} \mid z \in X \cup \overline{X} \cup \{v, w\}, x \in X, y \in Y\} \cup \{v \leftarrow l_{i,1}, \ldots, l_{i,m_i} \mid 1 \leq i \leq n\} \cup \{w \leftarrow \text{not } v\}. \quad (10)
\]

Again, the program from the above definition can be constructed in polynomial time in the size of the reduced QBF. To conclude the proof, it is thus sufficient to show the following relation.

**Lemma 4.** For any QBF $\Phi = \forall X \exists Y \phi$ with $\phi$ in CNF, the program $N_{\phi}$ is a $\Phi$-norm-reduction.

**Proof.** We shall first show that $N_{\phi}$ has the requested models. Let $M$ be a model of $N_{\phi}$. Let us consider the atoms $v$ and $w$. Because of the rule $w \leftarrow \text{not } v$ in (10), three cases are possible:

1. $\{v, w\} \subseteq M$. Thus, $X \cup \overline{X} \subseteq M$ holds because of (8). Moreover, there exists $J \subseteq Y$ such that $J \cup (Y \setminus J) \subseteq M$ because of (7). Note that any other atom in $U$ could belong to $M$. These are the models $O[J^*]$.

2. $v \in M$ and $w \notin M$. Thus, there exists $I \subseteq X$ such that $I \cup (X \setminus I) \subseteq M$ because of (6). Moreover, no atoms in $Y \cup \overline{Y}$ belong to $M$ because of (7) and $w \notin M$ by assumption. Thus, $M = M[I]$ in this case.
3. \( v \notin M \) and \( w \in M \). Thus, there exist \( I \subseteq X \) and \( J \subseteq Y \) such that \( I \cup (X \setminus I) \subseteq M \) and \( J \cup (Y \setminus J) \subseteq M \) because of (6) and (7). Hence, in this case \( M = N[I, J] \) and, because of (9), it holds that \( I \cup J \models \phi \).

Let us consider a reduct \( P^{M[I]} \) and one of its models \( M \subseteq M[I] \). First of all, note that \( P^{M[I]} \) contains a fact for each atom in \( I \cup (X \setminus I) \). Thus, \( I \cup (X \setminus I) \subseteq M \) holds. Note also that, since each clause of \( \phi \) contains at least one variable from \( Y \), all of the rules of (9) have at least one false body literal. Hence, either \( M = M[I] \) or \( M = M[I] \setminus \{v\} \), as required by \( \Phi \)-norm-reductions.

For a reduct \( P^{N[I,J]} \) such that \( I \cup J \models \phi \) it is enough to note that \( P^{N[I,J]} \) contains a fact for each atom of \( N[I, J] \).

Let us consider a reduct \( P^{O[J^*]} \) and one of its models \( M \subseteq O[J^*] \). The first observation is that for each \( y \in Y \) such that \( y \notin O[J^*] \) and \( y \notin O[J^*] \), the reduct \( P^{O[J^*]} \) contains a rule of the form \( y \leftarrow w \) (obtained by some rule in (7)). Similarly, for each \( y \in Y \) such that \( y \notin O[J^*] \) and \( y \notin O[J^*] \), the reduct \( P^{O[J^*]} \) contains a rule of the form \( y \leftarrow w \) (obtained by some rule in (7)). Hence, \( M \) must satisfy properties 4(a) and 4(b) of \( \Phi \)-norm-reductions. Property 4(c) is a consequence of (7), property 4(d) follows from (9) and, finally, property 4(e) must hold because of (8).

Note that the program from Definition 5 does not contain constraints. As a consequence, the \( \Pi_2 \text{P} \)-hardness result presented in this section also holds if we only consider normal ASP programs without constraints.

6 Some Implications

In [21] the following problem has been studied under the name “uniform equivalence with projection:”

Given two programs \( P \) and \( Q \), and two sets \( A, B \) of atoms, \( P \equiv_{A}^{B} Q \) iff for each set \( F \subseteq A \) of facts, \( \{I \cap B \mid I \in AS(P \cup F)\} = \{I \cap B \mid I \in AS(Q \cup F)\} \).

Let us call \( A \) the context alphabet and \( B \) the projection alphabet. As is easily verified the following relation holds.

**Proposition 3.** A program \( P \) over atoms \( U \) is super-coherent iff \( P \equiv_{U}^{U} Q \), where \( Q \) is an arbitrary definite Horn program.

In [21], the complexity of the problem of deciding uniform equivalence with projection has also been investigated, reporting \( \Pi_2 \text{P} \)-completeness for disjunctive programs and \( \Pi_2 \text{P} \)-completeness for normal programs. However, these hardness results use bound context alphabets \( A \subseteq U \) (where \( U \) are all atoms from the compared programs). Our results thus strengthen the observations in [21]. Using Proposition 3 and the main results in this paper, we obtain \( \Pi_2 \text{P} \)-hardness (resp. \( \Pi_2 \text{P} \)-hardness in the case of normal programs) for uniform equivalence with projection even for the particular parameterization where the context alphabet is unrestricted, the projection set is empty, and one of the compared programs is of a very simple structure (in fact, even the empty program is sufficient for \( Q \) in Proposition 3).
7 Conclusion

Many recent advances in ASP rely on the adaptations of technologies from other areas. One important example is the Magic Set method, which stems from the area of databases and is used in state-of-the-art ASP grounders. Recent work showed that a particular variant of this technique only applies to a certain class of programs called super-coherent [2]. Super-coherent programs are those which possess at least one answer set, no matter which set of facts is added to them. We believe that this class of programs is interesting of its own (for instance, since there is a certain relation to some problems in equivalence checking) and thus studied here the exact complexity of recognizing the property of super-coherence for disjunctive and normal programs. Our results show that the problems are surprisingly hard, viz. complete for $\Pi_3^p$ and resp. $\Pi_2^p$. One direction of future work is to identify methods to turn arbitrary programs into super-coherent ones with minimal changes. Our proofs might provide valuable foundations for such methods.
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